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Сегодня большинство процессов взаимодействия человека с организация-

ми начинается с удостоверения личности и ввода персональных, а нередко и

биометрических, данных в различные информационные системы. Кроме того,

в результате мер, направленных на борьбу с эпидемией COVID-19, множество

услуг стало предоставляться удаленно, при этом законами требуется проведение

удаленной идентификации личности. Открытие счета в банке, получение кре-

дита, перевод крупной денежной суммы, покупка страховых услуг, услуг связи,

ювелирных украшений, получение посылки и многое другое требует физиче-

ского или удаленного предъявления документов, удостоверяющих личность.

При каждом таком действии необходимо ввести из предъявленного докумен-

та персональные данные, а также проверить, настоящий это документ или нет.

Естественно, все эти процессы нуждаются в автоматизации.

Можно было бы сказать, что есть огромный опыт распознавания обычных

документов, который можно использовать для этой цели. Но, хотя на первый

взгляд процессы распознавания выглядят одинаково, есть ряд особенностей,

которые существенно меняют задачу и не позволяют использовать подходы,

разработанные для обычных документов.

Первой особенностью является сам документ, удостоверяющий личность.

Он создан таким образом, чтобы максимально затруднить его фальсифика-

цию и подделку. Для этого используются разные элементы защиты: сложные

разноцветные фоны (в том числе и гильоширные), голографические элементы

защиты. Кроме того, документы, удостоверяющие личность, часто ламиниру-

ют специальной пленкой или даже делают их из пластика. Сама информация

наносится различными способами: эмбоссингом, гравировкой, термопечатью,

спеканием. Зачастую используются уникальные секретные шрифты. Все эти

особенности объекта распознавания делают многие методы, использованные

для классического распознавания документов, не применимыми. Особую про-

блему представляют оптически-изменяемые элементы (англ. Optical Variable

Devices, OVD), которые расположены поверх текста и при сканировании обыч-

ными планшетными сканерами могут в буквальном смысле засветить участок

изображения, содержащий текст.
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Вторую особенность принесло широкое распространение мобильных

устройств, таких как смартфонов или планшетов, которые стали повседневным

средством доступа к всевозможным услугам. Современные смартфоны имеют

одну или несколько фото/видео камер, значительный объем памяти и вычисли-

тельные ресурсы для выполнения разнообразных задач. Например, для многих

банков мобильное приложение стало основным способом взаимодействия с кли-

ентом. Логичным шагом стало использование камеры для захвата изображения

документов и вычислительных мощностей для распознавания. Однако, кроме

высокой скорости захвата изображения документа, фотографирование при-

несло и новые проблемы, связанные с качеством камер и неконтролируемыми

условиями съемки, не характерные для традиционного сканера: шум матрицы,

переменные и неизвестные условия освещения, блики, расфокусированность,

смаз. Появились также совершенно новые проблемы анализа документов: вос-

становление координатной системы сцены и поиск документа в этой трехмерной

сцене. Несмотря на то что современные смартфоны обладают значительными

вычислительными мощностями, в среднем они все еще уступают персональным

компьютерам и, тем более, серверным системам, что налагает определенные

рамки на вычислительную сложность алгоритмов распознавания.

Помимо вышеперечисленных новых особенностей, связанных со сменой ис-

точника изображений, сложностями самого объекта, стоит также отметить, что

требования к качеству распознавания документов, удостоверяющих личность,

превосходят требования по качеству для обычных документов ввиду важности

удостоверяющих документов для краеугольных бизнес-процессов.

Таким образом, важная с практической точки зрения задача является

4>FG4?PAB= и требует для своего решения новых научных и технических под-

ходов.

*9?PR данной работы является исследование задач, связанных с построе-

нием систем распознавания документов, удостоверяющих личность, и создание

архитектуры и алгоритмов, необходимых для построения кардинально новых

систем этого типа.

Для реализации этой цели необходимо решить следующие ;484K<:

1. Предложить метод выделения документа на сложном фоне, не требую-

щий бинаризации и учитывающий проективные искажения, возникаю-

щие при обработке фото и видео снимков.
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2. Предложить метод выделения текстовых зон на документе, не требу-

ющий распознавания текстов и учитывающий возможные перепады

яркостей и нарушения «прямолинейности» строк текста.

3. Разработать метод распознавания строки, не требующий базовых ли-

ний, учитывающий возможные блики и другие неконтролируемые

условия освещения.

4. Предложить метод проверки подлинности удостоверяющих докумен-

тов, включающий как проверки геометрического характера (подписи,

печати и т. д.), так и логического характера.

5. Исследовать методы использования видеопотока для улучшения каче-

ства распознавания и предложить алгоритмы комбинирования резуль-

татов и ограничения числа рассматриваемых кадров.

6. Предложить методы построения коллекций «искусственных» удосто-

веряющих документов с нужными характеристиками для обучения и

контроля программ распознавания, учитывая трудности получения ре-

альных документов.

7. На базе предложенных методов разработать универсальный программ-

ный комплекс распознавания документов, удостоверяющих личность,

который в каждом конкретном случае работал бы на уровне лучших

мировых образцов.

!4GKA4S AB6<;A4 диссертационного исследования заключается в сле-

дующих аспектах:

1. В диссертации впервые предложена универсальная архитектура систе-

мы распознавания документов, удостоверяющих личность, опирающая-

ся на современные методы обработки изображений. На основе методов

математической морфологии, Виолы-Джонса и RANSAC разработаны

алгоритмы, позволяющие эффективно выделять изображение доку-

мента на сложном фоне, осуществлять поиск образца и отображение

документа на шаблон, выделять и распознавать отдельные поля доку-

мента, а также осуществлять проверки подлинности.

2. Впервые проведен широкий анализ методов использования видео-

потока для распознавания документов, удостоверяющих личность.

Построена новая вероятностная модель на основе распределения Ди-

рихле, адекватно описывающая оценки результатов распознавания на

кадрах видеопоследовательности и согласующаяся с эмпирическими
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данными по критерию Андерсона-Дарлинга, пригодная к использова-

нию как для получения комбинированного результата распознавания

объектов в видеопоследовательности, так и для принятия решения об

остановке процесса распознавания.

3. Впервые построены базы видеопотока изображений документов, удо-

стоверяющих личность, в объемах, позволяющих проводить обучение

алгоритмов и контроль программных комплексов. Для этого раз-

работана оригинальная система аугментации, технология получения

бумажных псевдодокументов и предъявления их в видеопотоке.

4. Разработан уникальный программный комплекс распознавания иденти-

фикационных документов. На базе него создан ряд прикладных систем,

внедренных и внедряющихся в государственные организациях, банках,

у операторов связи, в аэропортах, на железных дорогах и т. п., как в

России, так и за рубежом.

"EAB6AO9 CB?B:9A<S, 6OABE<@O9 A4 ;4M<FG:

1. При работе с идентификационными документами с помощью мо-

бильных устройств традиционные методы распознавания документов,

основанные на бинаризации изображения, поиске прямоугольников,

идентификации полей текстами и т. п., оказываются недостаточны-

ми или даже неприменимыми. Необходимо опираться на современные

методы обработки 2D и 3D изображений, особенности видеопотока и

специфику самих документов, удостоверяющих личность.

2. Для идентификации документа на изображении и полей на докумен-

те можно использовать алгоритмы, основанные на выделении особых

точек, но необходимы специальные механизмы для ускорения поиска,

разработанные в диссертации.

3. Использование видеопотока является серьезным ресурсом для повы-

шения качества распознавания документов, удостоверяющих личность.

При этом механизмы, объединяющие выбор наилучшего кадра, комби-

нирование результатов распознавания и метод прогнозирования оценок

для определения точки останова, разработанный в диссертации, в

сумме обеспечивают близкие к оптимальным решения по критериям

максимизации функции, включающей оценки скорости и качества рас-

познавания.
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4. Разработанные в диссертации методы построения коллекций видеоизоб-

ражений и видеопотока, основанные на аугментации и специальных

методах обработки, дают возможность построить базы данных для

обучения системы распознавания и контроля результатов, даже имея

единичные изображения заданного типа документов.

5. Ряд методов, разработанных для ускорения работы программ распо-

знавания, как связанных с приближениями в нейронных сетях, так и

с использованием особенностей архитектуры компьютеров, позволяют

добиться на мобильных устройствах высокой скорости работы, сопоста-

вимой или превышающей скорости захвата изображения. В том числе,

удается добиться приемлемых результатов на отечественных платфор-

мах.

6. Важнейшей частью системы распознавания документов, удостоверяю-

щих личность, является система проверки подлинности. Разработанные

в диссертации методы (наличия обязательных объектов, таких как под-

писи и печати, контроля фактуры печати и шрифта и др.) позволяют

охватить большой круг возможных фальсификаций и подделок.

 9FB8B?B7<S < @9FB8O <EE?98B64A<S. Основой проводимых в диссер-

тации исследований является методология системного анализа. В теоретической

части используются методы теории вероятностей и математической статистики.

В алгоритмической части работы используются современные методы Computer

Science и, в частности, методы цифровой обработки изображений.

#G5?<>4J<<. Основные результаты по теме диссертации изложены

в 40 печатных работах, 20 из которых изданы в журналах, рекомендованных

ВАК, 30 работ индексируется Web of Science и Scopus (включая 10 работ, опуб-

ликованных в журналах Q1 и Q2).

�<KAO= 6>?48. Все основные результаты диссертации получены авто-

ром самостоятельно. В большинстве совместных публикаций по теме диссер-

тации автору принадлежат постановки задач и принципиальный подход к их

решению. В то же время детальная проработка алгоритмов и их реализация ча-

ще всего принадлежит соавторам. В работах [1-2; 35; 39] соискателем предложен

общий подход к построению системы распознавания документов, удостове-

ряющих личность, на мобильных устройствах, проработана архитектура и

определено место алгоритмов проверки подлинности документов. В работе [10]

соискателем лично исследован вопрос использования проблемно-ориентиро-
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ванных пакетов данных в научных работах по распознаванию документов,

удостоверяющих личность, поставлена задача создания новых пакетов данных.

В работах [3; 5; 20; 24; 30] соискателем лично разработана методика создания

датасетов, подобран инструментарий и определены способы соблюдения зако-

нодательства. В работе [8] соискателем рассмотрены проблемы распознающих

систем, обрабатывающих разнородные входные данные, а также сформированы

подходы к построению системы распознавания. В работе [9] соискателем пред-

ложены основные этапы обработки шаблона документа ID-карт. В работе [11]

соискателем предложены методы комбинирования множественных результатов

распознавания текста при распознавании видеопотока. В работах [6; 21; 23;

28; 36] соискателем предложено использование семейства каскадных классифи-

каторов для решения задачи локализации штампов и печатей на документах

для определения их подлинности, а также предложен подход по аугментации

обучающих данных для эффективного обучения таких классификаторов. В ра-

ботах [13; 14; 19; 26; 29; 31; 32; 34] соискателем рассмотрена проблема останова

распознавания документа, а также предложены и проанализированы методы

останова процесса распознавания на основе анализа популяций результата рас-

познавания, рассмотрена проблема комбинирования результатов распознавания

видеопотока и предложена серия подходов для решения сформулированной

задачи. В работах [33; 38-39] соискателем лично предложена модель распозна-

вания документов с оценкой качества в видеопотоке.

�CDB54J<S D45BFO. Основные результаты работы докладывались и об-

суждались на следующих профильных международных конференциях (четыре

из которых относятся к конференциям ранга А1 и А2 по системе ранжиро-

вания Qualis):

– 25th International Conference on Pattern Recognition (ICPR 2020), Милан,

Италия – конференция D4A74 �1;

– 16th International Conference on Document Analysis and Recognition

(ICDAR 2021), Лозанна, Швейцария – конференция D4A74 �2;

– 15th International Conference on Document Analysis and Recognition

(ICDAR 2019), Сидней, Австралия – конференция D4A74 �2;

– 14th International Conference on Document Analysis and Recognition

(ICDAR 2017), Киото, Япония – конференция D4A74 �2;

– 15th International Conference on Machine Vision (ICMV 2022), Рим, Ита-

лия;
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– 14th International Conference on Machine Vision (ICMV 2021), виртуаль-

ная конференция;

– 13th International Conference on Machine Vision (ICMV 2020), виртуаль-

ная конференция;

– 12th International Conference on Machine Vision (ICMV 2019), Амстер-

дам, Нидерланды;

– 11th International Conference on Machine Vision (ICMV 2018), Мюнхен,

Германия;

– 10th International Conference on Machine Vision (ICMV 2017), Вена, Ав-

стрия;

– 9th International Conference on Machine Vision (ICMV 2016), Ницца,

Франция.

В 2020 году результаты диссертационной работы были представлены в пле-

нарном докладе «Recognition of documents with fixed layout on a mobile device:

coarse-to-fine Approach» на VI Международной конференции и молодежной шко-

лы «Информационные технологии и нанотехнологии» (ИТНТ-2020).

�D4AFB64S CB889D:>4. Ряд исследований по теме диссертационной ра-

боты поддержаны Российским фондом развития информационных технологий

и Российским фондом фундаментальных исследований, в которых соискатель

выступал непосредственно в роли руководителя проекта. Соответственно, часть

результатов диссертации была получена в процессе выполнения работ по сле-

дующим грантам:

– Соглашение № 2021-550-80 от 29.06.2022, проект «Доработка програм-

мы для распознавания идентификационных карт личности «Smart ID

Engine»: разработка модуля выявления признаков фальсификации до-

кументов и атак на предъявление документов в оптическом диапазоне

на основе технологий искусственного интеллекта»;

– Проект РФФИ 17-29-03170 офи_м «Исследование быстродействующих

методов и алгоритмов обработки изображений и оптического распо-

знавания для использования в мобильных устройствах с ограниченной

вычислительной производительностью»;

– Проект РФФИ 18-07-01384 «Исследование применимости методов

нелинейных аппроксимаций для оптимизации быстродействия ис-

кусственных нейронных сетей на современных микропроцессорных

архитектурах»;
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– Проект РФФИ 15-07-06520 «Методы контроля подлинности документов

и их фрагментов в гибридных системах обработки, передачи и хранения

документов».

&9BD9F<K9E>4S ;A4K<@BEFP работы состоит в том, что предложена но-

вая постановка задачи и предложены новые подходы к построению систем

распознавания документов, а также в возможности развития методов, разра-

батываемых в диссертации, как в рамках систем рассматриваемого в работе

класса, так и в рамках других активно развивающихся направлений распозна-

вания документов.

#D4>F<K9E>4S ;A4K<@BEFP диссертационной работы состоит в при-

менимости предлагаемых в диссертации концепций и методов к построению

практических систем распознавания идентификационных документов. Она

подтверждается созданием программного инструментария на базе решений,

предложенных в работе, который применен в большом количестве приклад-

ных систем, работающих в сотнях организаций, использующих распознавание

паспортов РФ, пластиковых карт, машиночитаемых зон, водительских удосто-

верений и других документов. Акты о внедрении результатов диссертации

приведены в Приложении А. Практическая значимость работы подтверждается

также 2 патентами США, 5 патентами на изобретение РФ, 16 патентами на по-

лезную модель и 4 свидетельствами о государственной регистрации программы

для ЭВМ, в которые входят результаты, содержащиеся в диссертации.

�BEFB69DABEFP полученных результатов подтверждается многочислен-

ными публикациями, многие из которых имеют высокий уровень цитируемости.

Результаты также докладывались на ведущих по данной тематике международ-

ных конференциях. Программные комплексы, созданные на основе результатов,

описанных в диссертации, успешно работают в большом числе организаций.

Результаты диссертационного исследования EBBF69FEF6GRF C4ECBDFG

EC9J<4?PABEF< 2.3.1 «Системный анализ, управление и обработка инфор-

мации, статистика», а именно пункту 1 «Теоретические основы и методы

системного анализа, оптимизации, управления, принятия решений, обработки

информации и искусственного интеллекта», пункту 2 «Формализация и поста-

новка задач системного анализа, оптимизации, управления, принятия решений

и обработки информации», пункту 4 «Разработка методов и алгоритмов реше-

ния задач системного анализа, оптимизации, управления, принятия решений,

обработки информации и искусственного интеллекта», пункту 5 «Разработка
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специального математического и алгоритмического обеспечения для решения

задач системного анализа, оптимизации, управления, принятия решений, обра-

ботки информации и искусственного интеллекта».

"5N9@ < EFDG>FGD4 D45BFO. Диссертация состоит из введения, 5 глав

и заключения. Полный объём диссертации составляет 358 страниц, включая

104 рисунка и 27 таблиц. Список литературы содержит 350 наименований.
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�?464 1. �6FB@4F<K9E><= 4A4?<; < D4ECB;A464A<9 <;B5D4:9A<=

8B>G@9AFB6 @9FB84@< >B@CPRF9DAB7B ;D9A<S

1.1 �6989A<9

Организация и ведение учета посредством документооборота сопровожда-

ет человеческую деятельность с древнейших времен. В начале 1980-х, следуя

за развитием электронной вычислительной техники, начался процесс перено-

са процессов управления документами на бумажных носителях в электронную

форму. Несмотря на повсеместные и постоянные прогнозы о том, что элек-

тронная форма неизбежно и очень скоро заменит бумажную, весь мир, спустя

более сорока лет, продолжает использовать документы на бумажных носите-

лях, и системы “смешанного” документооборота, в рамках которых полностью

отказаться от традиционных бумажных документов все еще нельзя. В такой

ситуации представляется важным обладать технологиями, которые бы позво-

ляли легко и точно преобразовывать документы из одной формы в другую.

Важнейшим спектром задач, решение которых необходимо для построения и

функционирования таких технологий, являются задачи автоматического ана-

лиза и распознавания изображений документов (в англоязычной литературе -

Document Image Analysis, DIA).

Для обсуждения задач анализа и распознавания изображений докумен-

тов необходимо ввести несколько основных понятий. Мы будем понимать

под “документом” совокупность неизменяемых (для зафиксированного класса

документов) элементов и информационных атрибутов. Значения атрибутов ин-

терпретируются информационной системой с целью проведения операций над

документом. Примерами таких операций являются регистрация, аннулирова-

ние, контроль, синхронизация атрибутов документа и данных в электронном

архиве и т. п., которые относятся к классу “деловых” документов. В отличие

от произвольных документов атрибуты деловых документов являются пара-

метрами для процессов документооборота. Один и тот же документ может

считаться и произвольным, и деловым. Например, из изображения денежной

банкноты, снабженной уникальным номером и обладающей признаками подлин-

ности, можно извлечь признаки для проверки подлинности или происхождения
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банкноты. В настоящее время такая регулярная обработка банкноты являет-

ся исключительной. Примеры документов различных типовltdl представлены

на рис. 1.1.

Рисунок 1.1 — Примеры идентификационных документов (сверху) и гибких

форм деловых документов (снизу).

Документы содержат статические элементы и элементы заполнения: по-

ля (атрибуты), подтверждающие элементы. Статическими элементами, прежде

всего, являются слова статического текста. Статические слова группируются в

строки, в заголовки, в абзацы и в параграфы. Другими статическими элемен-

тами являются разделяющие линии, бар-коды и QR-коды, рамки чек-боксов.

Сложным статическим элементом является таблица. Поля могут определяться

как тексты, ограниченные статическими элементами или разделяющими лини-

ями и линиями таблиц. Возможны многострочные поля, части которых могут

переноситься на другую страницу многостраничного документа. К подтвержда-

ющим элементам относятся подписи, печати и рукописные пометки. Дизайн
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документов может содержать секции, объединяющие логически связанные груп-

пы элементов и полей. Существуют классы документов (к примеру, документы,

удостоверяющие личность, либо другие документы, выполненные на специаль-

ных бланках), содержащие сложный фон, также относящийся к совокупности

статических элементов документа, либо произвольный сложный фон (к приме-

ру, фон пластиковой банковской карты), который, строго говоря, не является

статическим элементом, но и, как правило, не несет информационной нагрузки.

Под распознаванием документа мы понимаем извлечение атрибутов из об-

раза документа. При этом часто о распознаваемых документах заранее известна

некоторая информация о структуре документа и характеристиках атрибутов.

Среди разнообразия всевозможных документов можно рассмотреть следующие

классы (группируя по структуре):

– “жесткие” формы, создаваемые единообразно полиграфическим спосо-

бом, например, идентификационные документы (паспорт, удостовере-

ние личности), водительские удостоверения, банкноты;

– “гибкие” формы, создаваемые по известным шаблонам, например, стан-

дартные анкеты, уведомления, декларации, пластиковые банковские

карты;

– документы без строгого шаблона, например, договоры, доверенности,

формальные письма;

– документы, созданные без шаблона, например, деловые письма.

Документы могут быть одностраничными или многостраничными. Для

жестких форм оформление и статические тексты каждой из страниц многостра-

ничного документа не меняются. Каждую страницу многостраничной жесткой

формы можно рассматривать как одностраничный документ. В других клас-

сах документов возможен перенос статического текста и заполнения текста с

одной страницы на другую.

Возможна также классификация типов документов по их применению,

например, рассматриваются идентификационные документы, регистрационные

документы, финансовые и кредитные документы, договорные документы.

Как будет показано далее в этой главе, в области анализа и распознавания

документов все еще существуют задачи, которые не решены на достаточном

уровне, чтобы обеспечить полностью автоматическое функционирование про-

цессов преобразования документов. В частности, технологический прогресс

изменил акцент в системах электронного документооборота в сторону, не пред-
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сказанную заранее: поскольку наиболее распространенными и повседневно

используемыми персональными вычислительными устройствами стали мобиль-

ные устройства с оптическими камерами и доступом в интернет (смартфоны,

планшетные компьютеры и т.п.), увеличился спрос на технологии электронно-

го документооборота с использованием таких устройств. Несмотря на то что

документы на бумажных носителях используются почти также широко, как и

раньше, еще несколько лет назад стандартные планшетные сканеры стали ме-

нее распространены и более не воспринимаются как обязательный компонент

для оцифровки документов. Переход от анализа сканированных изображений

документов к анализу фотографий требует разработки и развития новых под-

ходов, устойчивых к новым условиям, таким как проективные геометрические

искажения или неравномерное освещение. Таким образом, в течение несколь-

ких последних лет, область анализа и распознавания изображений документов

расширилась задачами более широкой области компьютерного зрения.

Итак, основными способами получения изображения документа являет-

ся сканирование и фотографирование, в том числе с помощью мобильных

устройств. Физически документы обычно являются объектами плоской приро-

ды, поэтому наиболее подходящим способом их регистрации часто оказывается

сканирование. Даже в обычных сканах документов возможны искажения, свя-

занные с углом поворота, загрязнениями сканера, осветлением и затемнением,

размытием. До сих пор встречаются сильно зашумленные копии страниц. В

отличие от изображений, полученных с помощью сканеров, изображения, полу-

ченные с мобильной камеры, могут иметь различные дисторсии (аберрации),

содержать сильные проективные искажения. Особенно часто эти трудности

возникают при оцифровке в неконтролируемых условиях съемки. При любом

способе оцифровки возможен дефект потери части изображения на границе

кадра.

С помощью мобильных устройств можно получить не только изображе-

ние документа, но и видеопоток в виде набора кадров, снабженных метками

времени. Видеопоток по сравнению с отдельным изображением содержит суще-

ственно больший объем информации о документе.

Упомянутые возможности оформления содержания документа и особен-

ности современных устройств оцифровки приводят к большому разнообразию

изображений документов. Разнообразие документов не позволяет утверждать,

что в настоящее время решены все задачи распознавания. Актуальность иссле-
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дований в области распознавания документов подтверждается значительным

числом работ по данной тематике, опубликованных в последнее время. Можно

упомянуть следующие соревнования и профильные конференции, посвященные

задачам, моделям и алгоритмам распознавания документов:

– ICDAR – International Conference on Document Analysis and Recognition,

Международная конференция по анализу и распознаванию документов

(https://icdar2021.org, https://icdar2020.org, . . .);

– ICPR – International Conference on Pattern Recognition, Международная

конференция по распознаванию образов (https://icpr2020.net, . . .);

– ICMV – International Conference on Machine Vision, Международная кон-

ференция по машинному зрению (http://icmv.org);

– ASPDAC – Asia and South Pacific Design Automation Conference,

Азиатская и южно-тихоокеанская конференция по проектированию и

автоматизации (https://aspdac2022.github.io/index.html);

– ICIP – International Conference on Image Processing, Международная

конференция по обработке изображений (http://2020.ieeeicip.org,

http://2019.ieeeicip.org, . . .);

– CCVPR – Conference on Computer Vision and Pattern Recognition, Кон-

ференция по компьютерному зрению и распознаванию образов (http:

//www.ccvpr.org).

Растущий интерес к области анализа и распознавания документов мож-

но наблюдать по росту цитируемости публикаций профильных конференций

(см. рис. 1.2).

Богатая история исследований в области автоматического анализа и

распознавания документов отражена в множестве сборников докладов между-

народных конференций, обзорах [2—19] и книгах [20—22]. Однако более старые

публикации не отражают технологического сдвига последних десяти лет, в

рамках которого полный процесс анализа и распознавание документов на изоб-

ражениях или в видео стал возможен напрямую на автономных мобильных

устройствах. Большое количество публикаций в течение последних нескольких

лет уделяют внимание лишь отдельным задачам, таким как классификация

изображений документов [2], извлечение определенной информации из слабо-

структурированных документов [3] и т. п., или развитию конкретных методов (в

основном, на основе машинного обучения [14] или глубокого обучения [18; 19]).

https://icdar2021.org
https://icdar2020.org
https://icpr2020.net
http://icmv.org
https://aspdac2022.github.io/index.html
http://2020.ieeeicip.org
http://2019.ieeeicip.org
http://www.ccvpr.org
http://www.ccvpr.org
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Рисунок 1.2 — Рост цитируемости публикаций международной конференции по

анализу и распознаванию документов ICDAR [1].

Таким образом, в области анализа и распознавания изображений докумен-

тов, некоторые давно поставленные задачи остаются нерешенными, при этом

возникают новые проблемы и новые условия. Методология анализа данных и

построения систем распознавания также претерпела значительное изменение

за последние сорок лет, и методы на основе машинного обучения, главным

образом основанные на искусственных нейронных сетях, постепенно заменя-

ют классические алгоритмы. Данная глава будет посвящена обзору основных

задач, связанных с анализом и распознаванием изображений документов и ме-

тодов их решения.

1.2  9FB8O CD9864D<F9?PAB= B5D45BF>< <;B5D4:9A<S 8B>G@9AF4

В современной литературе, как в контексте систем обработки докумен-

тов, так и в других областях применения компьютерного зрения, достаточно

большое внимание уделяется методам и подходам к предварительной обработ-

ке изображения. Основной целью такой предварительной обработки является

сужение области последующей обработки до области изображения, в котором

находится целевой объект, включая предварительную геометрическую нормали-

зацию этой области, разделение изображение на «объект» и «фон» и очистка

«объекта» (фильтрация шума, минимизация искажений и т.п.). Концептуаль-
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ная схема такого процесса, в достаточно общем виде, описана в работе [23] и

представлена на рис. 1.3. Авторы определяют процесс «очистки» изображения

как разделение изобрежения на «объект» и «фон», подавление шума на фоне

и улучшение качества изображения на объекте.

Рисунок 1.3 — Общая схема предварительной обработки изображения (на при-

мере задачи анализа документа) [23].

Среди основных задач, которые возникают в контексте предварительной

обработки и улучшения изображения, следует выделить и подробнее рассмот-

реть следующие:

– выравнивание и нормализация изображения целевого документа на

изображении;

– цветокоррекция и улучшение качества изображения;

– бинаризация изображения;

– техника «супер-разрешения».
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1.2.1 !BD@4?<;4J<S <;B5D4:9A<= 8B>G@9AFB6

Из-за человеческого и технического факторов при оцифровке изображе-

ния могут содержать искажения. Устранение искажений, или же нормализация,

является классической задачей в области обработки изображений документов.

Частным случаем таких искажений является наклон (поворот) зарегистри-

рованного образа документа. Коррекция такого наклона считается одним из

главных этапов подготовки документа для его дальнейшего анализа [24].

На данный момент разработано множество подходов к решению зада-

чи определения угла наклона документа для его последующей коррекции. В

фундаментальной работе 1996 года [25] было рассмотрено несколько десятков

различных алгоритмов. С более современным обзором актуальных методов

можно ознакомиться, например, в работах [4].

Первая группа методов базируется на анализе горизонтальных параллель-

ных проекций изображения документа. Для изображения I размером M × N

параллельная горизонтальная проекция определяется следующим соотношени-

ем:

πI(j) =
M∑

i=0

I(i,j). (1.1)

Задача определения наклона при этом сводится к последовательному по-

вороту исходного изображения на предопределенное множество углов и выбору

лучшей проекции. Очевидно, что для возможности ранжирования полученных

проекций должен быть задан некоторый критерий f(π). Угол ϕ, на котором до-

стигается глобальный экстремум f(π), выбирается в качестве результата. При

этом в качестве критерия зачастую используется сумма квадратов значений

элементов проекции, т.е.

f(π) =
N∑

j=0

π
2(j). (1.2)

Вторая группа методов опирается на вычисление преобразования Хафа от

изображения документа. Суть данного преобразования заключается в подсче-

те числа пикселей вдоль всевозможных прямых, проходящих через исходное

изображение. Для задания прямых обычно используется нормальная (от сло-

ва «нормаль») параметризация (ρ,ϕ). При таком выборе задача сводится к
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поиску в аккумуляторном пространстве строки, соответствующей прямым на-

правления ϕ, на которой максимизируется некоторый заданный критерий. В

качестве такого критерия обычно предлагается использовать сумму квадратов

производной значений Хаф-образа [24]. Основной проблемой данной группы

методов является высокая вычислительная сложность. Для преодоления этого

недостатка в работе [26] было предложено для вычисления Хаф-образа исполь-

зовать алгоритм быстрого дискретного преобразования Радона, что позволило

снизить вычислительной сложность с Θ(n3) до Θ(n2 log n).

Третья группа методов базируется на анализе компонент связности. Их

идея состоит в том, чтобы провести кластеризацию выделенных компонент и

выявить линейные кластеры, соответствующие строкам документа. После опре-

деления наклона в каждом из найденных кластеров выбирается единственный

“усредненный” наклон.

Четвертая группа методов базируется на результате работы алгоритмов

сегментации изображения документа. Вначале на нем выделяются различные

примитивы, такие как строки текста, элементы разграфки, отдельные символы.

После чего производится оценка угла наклона каждой из полученных компо-

нент и вычисляется итоговый угол наклона.

К пятой группе можно отнести методы, в основе которых лежит исполь-

зование искусственных нейронных сетей. Здесь интересно отметить подход,

предложенный в работе [27]. В ней задача определения угла наклона рас-

сматривается как задача классификации с 360 классами, каждый из которых

соответствует определенному углу.

При наличии столь большого разнообразия методов естественным обра-

зом возникает вопрос о том, какой их них стоит выбрать. С этой целью в 2013

году был организован специальный конкурс, полностью посвященный проблеме

детекции угла наклона документа [28]. В его рамках был подготовлен массив

данных, моделирующий основные проблемы, встречающиеся при определении

угла наклона документа. Для всех изображений вручную экспертами был ука-

зан ожидаемый ответ детектора угла. Были предложены критерии для оценки

методов. По результатам конкурса лучше всего себя продемонстрировал метод,

базирующийся на использовании преобразования Фурье с предварительной пре-

добработкой изображения специального вида [29].

Определение угла наклона для последующей нормализации требуется не

только для коррекции всего документа. При обработке изображений докумен-
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тов требуется проводить распознавание их образов слов текста с помощью

модулей OCR. Нормализация образов слов текста улучшает точность работы

OCR.

Необходимо отметить, что задачи нормализации для печатных и рукопис-

ных атрибутов существенно различаются. В первом случае речь идет о поиске

единственного доминирующего направления на всем фрагменте. Наклон обра-

зов слов рукописного текста может варьироваться в рамках фрагмента слова,

что приводит к гораздо более сложным схемам обработки фрагментов. Приме-

ры таких схем, опирающихся на принципы динамического программирования,

приведены в работах [30].

1.2.2 *69FB>BDD9>J<S < G?GKL9A<9 >4K9EF64 <;B5D4:9A<S

Под цветокоррекцией изображения понимают замену или изменение

определенных параметров цветовой палитры изображения – тонов, их насы-

щенности, оттенков, с целью увеличения контрастности, осветления, убирания

эффекта «дымки», и в целом для улучшения изображения для восприятия че-

ловеком или автоматической системой анализа.

Существует множество подходов, направленных на коррекцию цветовой

палитры изображений. Существующие подходы можно условно разделить на

две основные группы:

1. «композиционные» подходы, при которых выходное изображение созда-

ется путем применения нескольких заранее определенных преобразова-

ний, параметры которых либо заданы, либо предсказываются тем или

иным методом;

2. «сквозные» подходы, при которых выходное изображение генерируется

тем или иным алгоритмом (к примеру, специальной нейронной сетью),

который получает исходное изображение на вход.

Один из подходов, который можно отнести группе композиционных,

представлен в работе [31] и включает в себя применение различных методов

ретуширования к входному изображению. Он включает в себя использова-

ние метода, основанного на глубоком обучении с подкреплением, чтобы найти

оптимальную последовательность глобальных преобразований изображения.
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Представленное решение, однако, требует значительных вычислительных ре-

сурсов, поскольку оно основано на глубокой нейросетевой модели VGG-16 [32] с

последующей оценкой гистограмм признаков для оценки параметров стратегии

улучшения изображения.

Аналогичный подход на основе фильтров представлен в работе [33] и

использует интерпретируемые преобразования изображений (в работе также

представлен подробный обзор возможных интерпретируемых преобразований).

Реализация, предлагаемая в работе, также использует тяжеловесную вычисли-

тельную модель, склонна к неестественным искажениям цветов и обеспечивают

низкую скорость вывода (по крайней мере, без дополнительных вычислитель-

ных оптимизаций).

В работе [34] представлен метод улучшения изображений, основанный на

специально разработанных «самоинтерпретируемых» фильтрах, по методоло-

гии с учетом мнений экспертов. Предлагаемая модель обладает устойчивостью

к искажениям, возникающим из-за субъективизма экспертов, однако в числен-

ных экспериментах метод показал более низкие результаты, чем альтернатив-

ные свозные нейросетевые подходы (к примеру, такие как метод Pix2Pix [35]).

Другой подход основан на комбинированной архитектуре, которая разде-

ляет процесс улучшения на уточнение по каналам и по пикселям [36]. В этом

решении используется остаточная модель опорной сети [37] в качестве подсисте-

мы извлечения признаков, нелокальный блок внимания [38] для последующей

агрегации информации и анализа признаков и глобального линейного отоб-

ражения для финального улучшения характеристик визуального восприятия

изображения. Похожий подход также предложен в работе [39], где использует-

ся параметризованное преобразование цвета на изображении.

Одной из передовых работ в области комбинированных моделей улучше-

ния изображения явлется работа Татанова и Самарина [40], в которой авторы

используют несколько известных фильтров и добиваются улучшения с помо-

щью дополнительной регуляризации. Принципиальная схема работы данного

подхода представлена на рис. 1.4.

Касаемо группы сквозных подходов, наиболее широко известными совре-

менными методами являются те, которые основанные на генеративно-состяза-

тельных нейронных сетях (Generative Adversarial Networks, GAN) [41], среди

которых стоит выделить несколько хорошо зарекомендовавших себя мето-

дов, таких как Deep photo enhancer [42] и Pix2Pix [35]. Недостатком таких
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Рисунок 1.4 — Принципильная схема работы композиционного подхода к улуч-

шению изображения LFIEF [40].

методов является их подверженность артефактам. Так, метод, описанный в ра-

боте [42] использует улучшение GAN с использованием метрики Вассерштейна

и адаптивную схему взвешивания, однако конкурентноспособных результатов

на наборе данных MIT Adobe FiveK, на котором проводились исследования,

этот метод не демонстрирует.

Среди других методов, основанных на GAN, следует выделить метод

EnhanceGAN [43], благодаря его конкурентноспособным количественным ре-

зультатам по улучшению цвета (по отношению к экспертной оценке). К

сожалению, предложенная авторами модель достаточно тяжеловесна, что дела-

ет использование данной архитектуры на мобильных устройствах практически

невозможным. Детали устройства архитектуры EnhanceGAN представлены на

рис. 1.5, на котором продемонстрирован подход по оценке разницы изображе-

ний до и после обработки путем применения дополнительных операций, таких

как обрезка и анализ отдельных цветовых каналов.

Помимо коррекции цветовых характеристик изображения важной зада-

чей является методы очистки фона (подавление шума, удаление теней и т.п.)

для улучшение качества изображений документов. Так, авторы работы [44]

предполагают, что постоянный цвет фона создает «карту теней», которая сопо-

ставляет локальные цветовые характеристики фона с некоторым глобальным

средним. Подобным образом проводится совместный анализ локальных и гло-

бальных характеристик изображения документа в работах [45; 46]. В работе [47]

предложен оригинальный метод коррекции освещенности для изображений
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Рисунок 1.5 — Принципиальная схема работы архитектуры EnhanceGAN [43].

документа, вдохновленный топологическими поверхностями, заполненными во-

дой. В работе [48] предложен подход к улучшению изображения документа

путем представления входного изображения в виде трехмерного облака точек.

Также была предложена глубокая нейросетевая архитектура [49] для оценки

общего цвета фона документа и «карты внимания», которая вычисляет оценку

вероятности того, что пиксель принадлежит бестеневому фону. В работе [50]

предлагается метод коррекции освещенности и исправления изображения доку-

мента с использованием нейронней сети типа «кодировщик-декодировщик» на

основе локальных регионов изображения.

В работе [51] предлагается глубой сверточный автоматический кодиров-

щик на основе техники пропуска связей в нейронных сетях, предсказывающий

изображение шума на документа, который можно убрать простым попиксель-

ным вычитанием. В работе [52] предлагается сквозная структура улучшения

документов с использованием условных генеративно-состязательных сетей

(Conditional Generative Adversarial Networks, cGAN), где для генераторной сети

используется архитектура на основе U-Net.

Особого внимания заслуживают методы, основанные на моделях с неболь-

шим числом параметров. В работе [53] предложено облегченное решение на

основе фильтров, учитывающее локальные особенности изображений, в рабо-
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те [54] также представлена облегченная модель, основанная на оценке как

глобальных, так и локальных характеристик изображения.

1.2.3 �<A4D<;4J<S <;B5D4:9A<= 8B>G@9AFB6

Важной схемой очистки изображения, часто применяемой в системах ана-

лиза и распознавания документа, является бинаризация – разделение пикселей

изображения на пиксели переднего плана (как правило, помечающиеся черным

цветом и включающие весь текст, присутствующий на документе) и пиксели

фона (как правило, помечающися белым цветом) [55]. При правильной бина-

ризации пиксели переднего плана сохраняются, а фон делается однородным.

Такая классификации пикселей позволяет существенно уменьшить объем па-

мяти для хранения изображения, а также упрощает все последующие этапы

распознавания.

Методы бинаризации могут быть сгруппированы по принципу построения

пороговой поверхности. Пороговой поверхностью T (x,y) называется двумерная

функция, заданная на области определения исходного изображения I, в каждом

узле которой содержится значение порога бинаризации для соответствующе-

го пикселя исходного изображения. Сама же процедура построения бинарного

образа таким образом сводится к применению следующего простого правила:

B(x,y) = [I(x,y) > T (x,y)].

Простейшей группой методов являются так называемые глобальные ме-

тоды бинаризации, в которой пороговая поверхность T является одинаковой в

каждой своей точке. Такие алгоритмы характеризуются очень высокой произ-

водительностью, но при этом являются крайне чувствительными к содержанию

образа изображения. Наибольшее распространение в этой группе методов

получил метод Оцу, предложенный еще в 1979 году [56]. Метод Оцу опреде-

ляет пороговое значение по гистограмме яркости изображения, минимизируя

взвешенную внутриклассовую дисперсию. Глобальные методы не способны

справляться с неравномерно освещенными документами, выбросовыми шумами

и другими искажениями, были предложены модернизации методов. Применение

специальной обработки изображения до глобальной бинаризации может суще-

ственно улучшить результат. Одной из популярных техник такой предобработки
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является оценивание и нормализация фона изображения [57]. Поскольку оценка

таких порогов может быть затруднена для испорченных изображений докумен-

тов, существует адаптивное обобщение метода Оцу [58] для более устойчивой

бинаризации.

В группе алгоритмов локальной (или адаптивной) бинаризации [59] зна-

чения пороговой поверхности зависят не только от яркостного значения самого

пикселя, но и от значений его соседей в некоторой заданной окрестности. Такие

алгоритмы значительно более устойчивы и к условиям оцифровки образа, и к

наличию шума на полученном изображении. С другой стороны, локальные ме-

тоды требовательны к подходящему выбору их настроечных параметров, а сам

подбор этих значений параметров является нетривиальной задачей. Поэтому

предлагаются локальные методы с автоматически определяемыми значениями

параметров, в том числе – с использованием обобщения критерия Отсу [60]. В

работе [61] Саувола и Пиетикайнен предложили локальный адаптивный метод

пороговой обработки для задачи бинаризации изображения. Алгоритм Сауволы

вычисляет локальный порог для каждого пикселя, что позволяет ему улучшать

изображения с определенными типами ухудшения качества, но неспособными

хорошо работать в условиях низкой контрастности. Чтобы улучшить работу

алгоритма Сауволы в условиях низкой контрастности, существуют также его

многомасштабные (multi-scale) обобщения [62]. Широко используемым методом,

также основанным на оконных статистиках, является метод Ниблака [63].

Классические методы бинаризации обладают высокой производительно-

стью, но дают стабильно высокую точность не во всех приложениях. Поскольку

они используют информацию, основанную на интенсивности пикселей, для вы-

полнения локального или глобального порогового отсечения для получения

бинарного изображения, и зачастую оказываются малоэффективными в случае

изображений документов, с неоднородным или зашумленным фоном [64]. Для

увеличения точности в некоторых работах предлагается использовать несколь-

ко различных результатов бинаризации и уже на их основе принимать итоговое

решение о классификации каждого из пикселей, но это явный паллиатив. Не

удивительно, что самой популярной в данный момент группа методов основыва-

ется на попиксельной классификации с использованием методологии обучения

машин. В основном речь здесь идет об искусственных нейронных сетях различ-

ной архитектуры [65; 66]. Такие алгоритмы обеспечивают высокую точность

бинаризации в ряде сценариев, чаще всего, не требуют никаких предваритель-
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ной обработки изображения документа, но при этом являются вычислительно

сложными.

Существуют также ряд альтернативных методов, такикх как метод, опи-

санный в [67], который предполагает расчет и использование ориентации

текстового штриха на основе фильтра Габора. В работе [68] предлагается быст-

рый метод бинаризации документов на основе нечеткой кластеризации методом

K-средних. В этом подходе пиксели изображения группируются в три класса:

текстовые пиксели, фоновые пиксели и сомнительные пиксели. Затем сомни-

тельные пиксели дополниительно классифицируются на текстовые и фоновые

на основе структурной симметрии. В работе [69] предлагается метод, преоб-

разующий входное изображение в матрицу подобия Бхаттачарьи, затем для

получения бинарного изображения используется классификатор максимальной

энтропии.

Выбор подходящего метода бинаризации в нынешних условиях являет-

ся нетривиальной задачей. Для отслеживания успехов в области бинаризации

документов была запущена платформа DIB [70]. В ее рамках проводится

консолидация всех имеющихся знаний и артефактов в области бинаризации до-

кументов. На платформе представлены датасеты, такие как DIBCO (Document

Image Binarization Contest), Nabuko, LiveMemory, синтетические данные и

многие другие. В рамках данной платформы также стали проводиться соответ-

ствующие конкурсы, отличительной особенностью которых стал учет времени

работы предлагаемых решений. Так, в течение нескольких последних лет лиди-

рующие позиции в конкурсе DIBCO, объектом которого ялвются изображения

документов различной природы, занимают нейросетевые подходы, в том чис-

ле методы, основанные на архитектуре U-Net, к примеру, метод, описанный

в работе [66].

Стоит также отметить, что предварительная бинаризация изображения

документа не обязательно приводит к увеличению ожидаемой точности рас-

познавания. Так, в аналитической работе [71] показано на примере задачи

анализа и распознавания документов, удостоверяющих личность, что исполь-

зование даже лидирующих алгоритмов бинаризации изображений документов

может приводить к уменьшению точности распознавания (по крайней мере,

при использовании нескольких наиболее известных открытых систем распо-

знавания текста) по сравнению с распознаванием исходных изображений. При

этом, согласно полученным результатам, точность распознавание все же улуч-
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шается, при использовании идеальной маски переднего плана, что может

свидетельствовать о том, что ухудшение точности распознавание при бинариза-

ции обусловлено неустойчивостью методов к определенным классам искажений

исходных изображений, либо отсутствии какого-либо универсального подхода,

который бы приводил к улучшенным изображениям, пригодным для максималь-

но качественного распознавания в любых условиях.

1.3  9FB8O >?4EE<H<>4J<<, CB<E>4 < <;6?9K9A<S <AHBD@4J<< A4

<;B5D4:9A<SI

1.3.1 �?4EE<H<>4J<S < ?B>4?<;4J<S 8B>G@9AF4 CB BEB5O@ FBK>4@

В анализе изображений особыми точками называются точки изображения,

локальные окрестности которых обладают отличительными особенностями по

сравнению с другими окрестностями. В последние несколько лет методы, ос-

нованные на поиске, анализе и сопоставлении особых точек, демонстрируют

хорошие результаты в таких задачах, как детектирование объектов, классифи-

кация изображений, склейка панорамы, распознавание лиц и других.

Детекторы особых точек – методы поиска области интереса (Region of

Interest, ROI), которые рассматриваются, как опорные точки/области для ло-

кальных дескрипторов, содержащих описание особой точки и особенности ее

окрестности. Впоследствии, набор дескрипторов позволяет охарактеризовать

локальные участки изображения. Известны различные методы детектирования

и вычисления дескрипторов. Чаще всего эти методы предлагаются парами и

носят одно название, но это не обязательно так.

В задаче распознавания документов механизм особых точек используется

для классификации и локализации документа или его части путем сравнения

с эталоном. Локализация документов с бланками фиксированной геометрии

может быть осуществлена этим методом в том числе при съемке камерой, в при-

сутствии проективных искажений. В таком случае для сопоставления созвездий

особых точек обычно используются алгоритмы семейства RANSAC, это позво-

ляет полностью определить внутреннюю систему координат документа на его
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изображении. При таком сценарии использования важным свойством особых

точек оказывается аффинная инвариантность (проективное преобразование ло-

кально аффинно). При большом числе эталонов классификация осуществляется

в модели «мешок признаков» (Bag of Features) с помощью быстрых поисковых

деревьев [72].

Простейшими примерами особых точек являются углы, концы отрезков

и другие топологические особенности морфологического скелета изображений.

Особые точки имеет преимущество перед другими особенностями изображе-

ния, такими как края и области, поскольку лучше локализованы, и при этом

имеют высокоинформативное содержание [73]. Особые точки, как правило,

стабильны при преобразованиях изображений, а также при преобразованиях,

меняющих угол обзора. К недостаткам использования особых точек можно отне-

сти снижение вероятности правильной классификации при увеличении объема

возможных классов, неустойчивость к сильной расфокусировке. Среди быст-

рых методов детектирования особых точек можно выделить детектор углов

Харриса [74], FAST [75], Difference-of-Gaussian (DOG) [76] и YAPE [77].

Алгоритм детектирования Scale Invariant Feature Transform (SIFT) не

чувствителен к масштабированию и повороту изображения и частично инва-

риантен к изменению освещенности и точки обзора камеры [76]. Алгоритм

SIFT обладает высокой степенью отличительности, то есть позволяет с высо-

кой вероятностью правильно сопоставить один признак с большой базой данных

признаков, обеспечивая основу для распознавания объектов и сцен. Затраты на

извлечение особых точек в нем оптимизированы с использованием каскадной

фильтрации, при которой более дорогостоящие операции применяются только

в местах, прошедших начальную проверку. Несмотря на это, основным недо-

статком SIFT считается высокая вычислительная сложность.

В работе [78] в 2008 году был представлен метод Speeded Up Robust

Features (SURF), который основан на гауссовом многомасштабном анализе изоб-

ражений. Детектор SURF основан на детерминанте матрицы Гессе и использует

интегральные изображения для повышения скорости обнаружения признаков.

64-битный дескриптор SURF описывает каждую обнаруженную особую точку

с распределением вейвлет-откликов Хаара в определенной окрестности. Для

каждого из 44 субрегионов, каждый вектор признаков содержит четыре части:

v =
(

∑

dx,
∑

dy,
∑

|dx|,
∑

|dy|
)

, (1.3)
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где вейвлет-отклики dx и dy суммируются для каждого субрегиона, а аб-

солютное значение откликов |dx| и |dy| обеспечивает полярность изменения

интенсивности. Алгоритм SURF инвариантен к вращению и масштабу, но име-

ет сравнительно слабую аффинную инвариантность. Однако дескриптор может

быть расширен до 128 бит для того, чтобы иметь дело с большими изменениями

угла обзора. Главным преимуществом SURF перед SIFT является его низкая

вычислительная стоимость.

Алгоритм Oriented FAST and Rotated BRIEF (ORB) был предложен в

2011 году. ORB представляет собой комбинацию модифицированного детектора

FAST (Features from Accelerated Segment Test) [75] и направленно-нормализо-

ванного дескриптора BRIEF (Binary Robust Independent Elementary Features).

FAST-особенности детектируются в каждом слое многомасштабной пирами-

ды, а качество найденных точек оценивается с помощью детектора углов

Харриса. Поскольку метод BRIEF крайне чувствителен к поворотам, то бы-

ла использована модифицированная версия BRIEF-дескриптора. Ориентация

FAST-особенностей оценивается центроидом интенсивности, который представ-

ляет собой смещение между интенсивностью определенного угла и его центром.

Это смещение оценивает ориентацию, которая является вектором между место-

положением объекта и центроидом [79]. В [79] центроид определяется как:

C = (m10/m00,m01/m00), mpq =
∑

xpypI(x, y). (1.4)

Метод ORB устойчив к масштабированию, вращению и ограниченным аф-

финным искажениям.

В работе [80] описан алгоритм Binary Robust Invariant Scalable Keypoints

(BRISK), который детектирует углы, используя метод AGAST [81], и фильтрует

их с помощью оценки угла Харриса при поиске максимумов в многомасштаб-

ной пространственной пирамиде. BRISK-дескриптор основан на определении

характерного направления каждого признака для достижения инвариантности

ко вращению. Чтобы вычислить ориентацию ключевой точки k, BRISK ис-

пользует локальные градиенты между парами выборок, которые определяются

следующим образом:

g(pi, pj) = (pj − pi) ·
I(pj,σj)− I(pi,σi)

|pj − pi|2
, (1.5)
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Таблица 1 — Качество детектирования и скорость работы методов поиска

особых точек

�9E>D<CFBD �9F9>FBD
�4K9EF6B (8?S D4;AOI CB6BDBFB6) (%) %D98A99 6D9@S

8?S 15 >48DB6 (E)0 30 60 90 180 %D98A99

SIFT SIFT 88,4 84,6 83,9 87,7 87,7 86,4 1,21

SIFT SURF 98,6 93,5 93,2 98,6 98,5 96,4 2,76

SIFT BRISK 98,7 98,8 98,4 98,7 98,5 98,6 1,40

SIFT ORB 98,3 97,7 97,1 98,5 98,3 97,9 1,50

SIFT AKAZE 64,7 61,9 61,6 65,0 65,0 63,6 0,70

SURF SURF 92,5 10,0 10,0 92,6 92,6 59,5 3,06

SURF SIFT 55,2 05,0 05,0 46,0 43,8 31,0 1,20

SURF BRISK 94,0 69,8 69,9 93,2 93,2 84,2 1,80

SURF ORB 96,9 83,0 80,0 96,1 96,0 90,4 1,30

SURF AKAZE 01,0 00,3 00,4 01,0 01,0 00,7 0,80

ORB ORB 81,2 79,5 79,0 80,0 80,0 79,9 6,81

AKAZE AKAZE 73,1 70,0 68,7 67,2 72,9 70,4 9,90

KAZE KAZE 80,7 00,4 00,5 14,9 65,1 32,3 2,10

где (pj, pi) – одна из пар точек выборки. Сглаженные значения интенсивности

в этих точках равняются I(pj,σj) и I(pi,σi) соответственно. Для обеспече-

ния инвариантности к освещению результаты простых проверок яркости также

объединяются, и дескриптор строится в виде двоичной строки. Метод BRISK

инвариантен к масштабу, вращению и ограниченным аффинным искажениям.

Разработка новых методов детектирования и описания особых точек про-

должается, и помимо методов, которые уже себя хорошо зарекомендовали,

появляются экспериментальные методы, использующие нейронные сети [82].

В обзоре методов детектирования и описания особых точек [83] приводят-

ся результаты замеров качества и скорости работы разных методов (см. таблицу

1). Авторы статьи [83] сгенерировали 1630 видео. Для замера качества был ис-

пользован открытый датасет WikiBook [84], который содержит 700 изображений

листов А4 с текстом. Качество замерялось по точности правильного поиска об-

ласти интереса на изображении. Для замера качества работы методов также

могут быть использованы открытые датасеты, например, Tobacco dataset [85].
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1.3.2 �B>4?<;4J<S 7D4A<J 8B>G@9AF4

Локализация методом поиска особых точек предполагает, что бланк доку-

мента имеет уникальные особенности, причем они заранее известны. Во многих

случаях это не так. У офисных документов (договоров и пр.) бланк может отсут-

ствовать, а у банковских карт бланки чрезвычайно разнообразны и заранее, как

правило, неизвестны. В таком случае на этапе геометрической нормализации

в качестве модели документа обычно рассматривают прямоугольник. Модель

может быть дополнена известным соотношением сторон документа. При ска-

нировании в некоторых случаях осмысленно дополнить модель абсолютными

размерами. Образом документа на сканированных изображениях является пря-

моугольник, отличающийся от прообраза сдвигом, поворотом и изотропным

сжатием, причем коэффициент сжатия, как правило, известен (он задается раз-

решением сканирования). На изображениях, полученных с мобильных камер,

образ документа – почти произвольный выпуклый четырехугольник, поскольку

изображение подвергается проективной дисторсии.

Работы, посвященные локализации границ документа, рассматривают как

сканированные изображения, так и фотографии. Второй случай более общий,

так как на изображении может появиться неоднородный фон, который увеличи-

вает вероятность ложных срабатываний, кроме того, границы документа могут

быть частично заслонены. Мы будем рассматривать задачу детекции докумен-

тов на изображениях, полученных с камеры. Описанные ниже методы могут

быть применены и для сканированных изображения при введении дополнитель-

ных геометрических ограничений на результирующий четырехугольник.

Существует три основных подхода для решения задачи детекции границ

документа: анализ контуров, сегментация изображения и детекция углов до-

кумента.

Самым широко распространенным подходом является анализ контуров

на изображении документа. Одной из классических работ, использующих этот

подход, является [86], в которой представлен метод детекции лекционной доски

на изображении. Предложенная авторами схема состоит из следующих этапов:

– выделение контуров на изображении, приведенном к градациям серого;

– детекция прямых линий на карте контуров с помощью преобразования

Хафа;
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– составление всех возможных альтернатив четырехугольников, удовле-

творяющих геометрическим ограничениям;

– оценка консистентности каждого четырехугольника B: consistency(B) =
∑

b∈B consistency(b), где b – сторона четырехугольника, а consistency(b)

вычисляется как доля пикселей стороны, которые имеют соответствие

на карте контуров;

– выбор лучшего четырехугольника и его уточнение.

Данная схема легла в основу многих алгоритмов детекции границ докумен-

тов. Авторы [87], придерживаясь в остальном описанного метода, предлагают

отказаться от приведения к градациям серого перед выделением границ из-за

возможной потери информации. Вместо этого изображение переводится в цве-

товое пространство CIELAB. Для каждого канала строится отдельная карта

контуров, после чего результаты объединяются с помощью логической опера-

ции «или».

Существуют также работы, которые предлагают дополнить описанную

выше схему методами фильтрации высокочастотного шума, что позволяет сни-

зить количество ложных срабатываний детектора прямых. В статье [88] описан

метод фильтрации текста: на карте контуров выделяются компоненты связ-

ности, вычисляются их окаймляющие прямоугольники, и каждая компонента

оценивается по соотношению сторон прямоугольника, его размеру относитель-

но региона интереса и количеству пикселей.

Для построения альтернатив четырехугольников классическая схема

предполагает использование переборов с отсечениями, этого же подхода при-

держивается большинство описываемых здесь работ.

В некоторых работах также описаны новые способы оценки конси-

стентности четырехугольника. В статье [89] соотношение сторон документа

Pd считается известным, и оценка четырехугольника учитывает отклонение

оцененного соотношения сторон Pe от заданного. Также используется вес соот-

ветствующих прямых в пространстве Хафа Wl, и для каждого угла вычисляется

штраф Pc, равный сумме интенсивности пикселей на карте контуров вдоль

соответствующих сторон и вне их. Это позволяет отсеять четырехугольники,

одна из сторон которых образована контуром, выходящим за пределы четы-

рехугольника:

consistency(B) = |1− Pd/Pe|

(

4
∑

i=1

Wli −
4
∑

i=1

Pci

)

. (1.6)
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Стоит отметить, что основным предположением подхода, основанного на

анализе контуров, является то, что все стороны документа видны на изоб-

ражении и имеют сильный контраст по отношению к фону. Однако при

использовании в реальных системах распознавания документов одна из сторон

документа может находиться за пределами кадра или быть заслонена, что дела-

ет практически невозможным формирование четырехугольника по 4 сегментам.

В рамках второго подхода поиск границ документа рассматривается как

задача сегментации изображения. Такой подход накладывает более слабые

ограничения на видимость границ документа, однако в большинстве случаев

алгоритмы обладают большей вычислительной сложностью. Авторы работы

[90] используют функционал «local-global variational energy», основанный на ве-

роятностных распределениях векторов координат и цветовых характеристик

пикселя для регионов документа и фона. Задача сегментации решается путем

оптимизации этого функционала.

Отдельная группа работ (например, [91]) посвящена использованию де-

рева форм, которая является иерархическим представлением изображения по

принципу включения линий уровня изображения для детекции объектов на

изображении. Стоит отметить, что алгоритм, описанный в работе [91], показал

лучший результат в первом испытании тематического конкурса ICDAR 2015

Smartdoc.

В работе [92] на изображении выбирается несколько точек фона, сегменти-

руются области, похожие на эти точки, а четырехугольник документа находится

итеративно, минимизируя количество похожих на фон пикселей внутри четы-

рехугольника, и максимизируя их количество вне его.

Для решения задачи сегментации области документа используют так-

же нейросетевой подход: архитектуру U-Net [93], OctHU-PageScan – Fully

Octave Convolutional Neural Network, основанный на этой же архитектуре,

HoughEncoder [94] – автоэнкодер, использующий прямое и транспонированное

преобразования Хафа.

Третий подход предполагает детекцию углов документа. В работе [95] для

этого используется двухэтапная нейросетевая схема. Первая нейронная сеть

грубо оценивает положение углов документа на входном изображении; после

чего каждый из углов итеративно уточняется второй нейронной сетью, которая

принимает на вход локальную окрестность каждого угла документа. Ограниче-

ниями данного подхода является требование видимости и высокого контраста с
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фоном всех углов документа, что зачастую не выполняется при съемке с мо-

бильной камеры.

Существует несколько открытых датасетов, которые позволяют измерить

качество детекции границ документа: датасет, который использовался в сорев-

новании ICDAR 2015 SmartDoc [72], датасет SEECS-NUSF [95], CDPhotoDataset,

описанный в работе [96], будет доступен после подведения итогов конкурса со-

ревнование ICDAR2021. Наиболее часто используемой метрикой для оценки

качества детекции границ документа является индекс Жаккарда. Он, в частно-

сти, использовался в конкурсе ICDAR 2015 SmartDoc.

1.3.3 �?4EE<H<>4J<S < ?B>4?<;4J<S CB B5M9@G 6<8G

Существует еще один подход к локализации и классификации докумен-

тов. Он применяется в случае, если бланк документа не обладает уникальными

стабильными локальными особенностями, но документ все же легко опознает-

ся по общему виду (visual appearance). В таком случае для классификации

документа могут быть применены те или иные методы машинного обучения.

Методы классификации, не обеспечивающие одновременной локализации до-

кумента, применяются после рассмотренных ранее алгоритмов геометрической

нормализации путем локализации границ. Достаточно подробный обзор таких

методов можно найти в разделе 2.2.2 работы [2].

Кроме того, существует как минимум один метод машинного обучения, ре-

шающий обе задачи. Метод детектирования объектов, основанный на быстром

вычислении локальных контрастов (так называемых признаков Хаара), был

предложен Виола и Джонсом для поиска лиц на фотографиях [97]. При исполь-

зовании ими понятия интегрального изображения вычисления контраста для

произвольной прямоугольной подобласти в среднем выполнялось за несколько

тактов центрального процессора. Это позволило быстро применять детекторы,

основанные на вычислении признаков Хаара, к каждой прямоугольной подобла-

сти изображения, взятой со всевозможными масштабами из заранее заданного

множества. В результате быстродействие метода Виолы и Джонса было равно

15 кадрам в секунду на персональном компьютере 2000 года без использования

вычислений на видеокарте.
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Другим преимуществом метода Виолы и Джонса по сравнению с нейро-

сетевыми методами глубинного обучения является меньшая требовательность

к объему обучающих данных. Это важно в задачах, связанные с распозна-

ванием документов, удостоверяющими личность, поскольку для них задача

сбора обучающих данных сопряжена с серьезными правовыми ограничениями.

В работе [98] были обучены несколько классификаторов Виолы и Джонса для

локализации нескольких типов документов, удостоверяющих личность, на изоб-

ражениях, полученных с помощью сканера, причем положительная выборка

для каждого из классов состояла всего из нескольких сотен примеров. Метод

обладает устойчивостью к шумовым элементам, таким как гильоширные ри-

сунки, защитные волокна, рукописные пометки и т.п., поскольку строится на

признаках низкого разрешения, формирующих визуальный образ «в целом»,

игнорируя мелкие детали.

Метод Виолы и Джонса применим также для поиска и классификации

опорных элементов бланка или заполнения в случаях, когда документ не со-

держит достаточного числа особых точек. Еще одним интересным объектом

поиска являются круглые печати, поиск и снятие которых играет особую роль

при распознавании документов. Во-первых, проверка наличия печати необходи-

ма для проверки подлинности документа. Во-вторых, печати содержат в себе

значимую информацию, распознавание и контроль которой сам по себе пред-

ставляет ценность [99].

В настоящее время для решение задачи детекции объектов, в том чис-

ле документов, также широко используются нейросетевые методы. Наверное,

самым известным и широко используемым нейросетевым подходом к этой зада-

че, можно считать метод YOLO (You Only Look Once, дословно «ты смотришь

только один раз») [100]. Метод YOLO предсказывает ограничивающие рамки

искомых объектов и одновременно производит их классификацию практически

для каждой области изображения (границы размеров проверяемых областей

являются гиперпараметрами метода).

Авторы работы [101] провели анализ комбинаций различных функций,

улучшающих работу стандартных сверточных сетей в задаче детекции. Ока-

залось, что некоторые функции работают исключительно с определенными

моделями и исключительно с определенными задачами или только с небольши-

ми наборами данных; в то время как некоторые функции, такие как функция

нормализация пакетов и остаточные (residual) соединения, применимы к боль-



40

шинству моделей, задач и наборов данных. Авторы утверждают, что такие

универсальные функции включают взвешенные остаточные соединения (WRC),

межэтапные частичные соединения (CSP), перекрестную мини-пакетную нор-

мализацию (CmBN), самосостязательное обучение (SAT) и Mish-активацию.

Авторы представили новую, 4-ую по счету версию архитектуры YOLO, вклю-

чающую WRC, CSP, CmBN, SAT, активацию Mish, а также дополнительный

набор техник для аугментации обучающей выборки, регуляризации при обу-

чении, и др.

1.4  9FB8O 4A4?<;4 EB89D:4A<S 8B>G@9AFB6

1.4.1  9FB8O 4A4?<;4 EFDG>FGDO 8B>G@9AF4

После предварительной обработки изображения и локализации границ до-

кумента в изображении важнейшим этапом является анализ его структуры и

сегментация документа на составные части. Задачи, которые входят в блок ана-

лиза структуры документа, можно разделить на следующие группы:

– детектирование и локализация текстовых элементов (строк, слов) доку-

мента;

– анализ структуры текстовых блоков документа и сегментация на от-

дельные текстовые блоки, колонки, параграфы, или текстовые поля (см.

рис. 1.6);

– определение последовательности прочтения текстовых блоков докумен-

та (колонок, параграфов, полей);

– детектирование и локализация графических элементов документа – фи-

гур, рисунков, формул, печатей, штампов и т.п.

Поскольку сегментация изображения документа на информационные

фрагменты в значительной степени зависит как от структуры документа, так

и от специфики конкретных систем распознавания, в литературе наблюдается

широкий спектр методов и подходов, предлагаемых для решения такого рода

задач, группируемых различным способом.
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Рисунок 1.6 — Пример структуры текстовых блоков документа [2].

Со стороны особенностей документов методы анализа их структуры под-

разделяются на методы анализа структуры жестких форм (т.е. документов,

переменные элементы которых расположены на различных экземплярах в од-

них и тех же местах), анализа документов с одноколоночной и многоколоночной

манхэттенской структурой (т.е. документов, которые могут быть декомпози-

рованы на непересекающиеся ортотропные прямоугольные регионы, каждый

из которых содержит либо текстовый блок, либо рисунок, таблицу и т.п.), и

анализ гибких документов произвольной структуры (т.е. документов, графи-

ческие элементы и текстовые блоки которых могут быть произвольно формы

и с произвольным направлением текста). Методы разбора различных структур

документов также подразделяются на методы, предполагающие априорные зна-

ния о шаблоне («грамматике») структуры компонентов документа, и на методы,

применимые к документам с заранее неизвестной структурой.

Алгоритмы анализа структуры документа с точки зрения подхода можно

условно разделить на три группы: подходы «bottom-up», подходы «top-down»

и гибридные.

Подходы группы «bottom-up» опираются на предварительное выделение и

анализ отдельных компонентов документов, таких как рисунки, текстовые стро-

ки и слова, статические тексты, особые точки, маркеры и т.п. и на их основе

восстанавливают общую структуру. К этой группе относятся методы на основе

анализа групп компонент связности, идентификации прямолинейных элемен-
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тов [102], ключевых текстовых компонентов и их совместных связей [103], а

также методы на основе диаграмм Вороного и триангуляции Делоне.

Подходы группы «top-down» предполагают анализ изображения докумен-

та в целом и предварительной сегментации структуры документа на блоки,

каждый из которых впоследствии разбирается независимо. К таким методам

относятся анализ проекций изображения на горизонтальную и вертикальную

оси и анализ просветов [104], декомпозиция документа на блоки при помощи

оптимального накладывания множества Гауссовых ядер [105] или других ти-

пов функций.

К третьей группе относятся гибридные подходы, состоящие в совместном

применении нескольких техник, объединение подходов «top-down» и «bottom-

up» с дополнительными модификациями, определяемыми спецификой задачи

или спецификой документа. К этой группе также можно отнести методы на

основе машинного обучения и применения глубоких нейронных сетей, наиболее

активно развивающиеся в последние годы. Так, модели на основе сверточ-

ных и рекуррентных нейронных сетей, в том числе глубокие архитектуры

VGG-16 и YOLOv2/v3 используются для детектирования, поиска и классифи-

кации отдельных компонентов документов, таких как фигуры и рисунки [106]

и формулы, а также текстовых элементов документов и связей между ними.

Глубокие сверточные модели используется для классификации блоков доку-

ментов [107], полносверточные нейронные сети, сверточные нейронные сети

с мультипликативными слоями (Trainable Multiplication Layers, TML) и «си-

амские» сети используются для решения задачи семантической сегментации

документов [108].

Отдельно стоит выделить задачу детектирования и локализации произ-

вольных текстовых строк и отдельных слов, которая широко обсуждается в

литературе вкупе с методами анализа структуры документов (хотя, строго

говоря, является более общей задачей, которая возникает также вне систем об-

работки документов). К этой задаче применяются термины «text in the wild»,

«word spotting» или «text spotting». Для ее решения создаются методы, позволя-

ющие выделять участки входных изображений, содержащие символы, графемы,

слова и текстовые строки целиком, в условиях пиксельных (яркостных, цвето-

вых) и геометрических искажений. Методы включают как структурный анализ

участков изображения с последующим комбинаторным выбором участков,

обладающих признаками текста, использование техник обучения локальных
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признаков текста, а также глобальное использование глубоких сверточных

нейронных сетей для выделения пикселей текста на произвольных изображе-

ниях [109].

С обширностью темы анализа структуры документов, и таких подтем как

сегментация изображения документа и поиск графических или текстовых эле-

ментов, связан интерес научного сообщества к разработке новых алгоритмов

и методов решения связанных задач. Регулярно проводятся научные конкур-

сы, такие как конкурс распознавания документов со сложной структурой

(ICDAR Recognition of Documents with Complex Layouts) и другие. Для оценки

вновь публикуемых алгоритмов используются ставшие традиционными откры-

тые наборы данных, такие как PRImA [110] (анализ структуры документов),

COCO-text [111] (поиск и распознавание текста на естественных изображениях)

и наборы данных международного проекта развития систем анализа докумен-

тов MAURDOR [112]. Помимо них, международные коллективы создают новые

наборы данных, отражающие специфику и характеристики отдельных типов

документов, например, набор BID [113] для анализа документов, удостоверя-

ющих личность.

1.4.2 #D<@9A9A<9 <E>GEEF69AAOI A9=DBAAOI E9F9= 8?S

D4ECB;A464A<S E<@6B?B6 < E?B6

С конца 90-х годов прошлого века большинство методов и подходов к оп-

тическому распознаванию символов, предлагаемых для решения данной задачи

основано на искусственные нейронные сети (ИНС). Все методы, используемые

для распознавания строк можно поделить на две большие группы: методы с

явной сегментацией строки на символы и без явной сегментацией строки.

При сегментации строки для каждого символа строится окаймляющий

прямоугольник, содержимое которого передается классификатору. В данной

группе методов сегментация считается задачей более сложной, чем классифи-

кация. Все стандартные алгоритмы сегментации испытывают трудности при

распознавании касающихся или пересекающихся символов (при слиянии букв в

некоторых шрифтах в лигатуры, например, ff) или же при обработке символов

состоящих из более, чем одного компоненты связности (примитива). Особенно
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эти проблемы проявляются при наличии сложного фона у документа. На этом,

в частности, базируются современные методы создания CAPTCHA. Поэтому

часто алгоритмы сегментации содержат эвристики, которые затрудняют их ис-

пользование для различных языков и алфавитов.

Алгоритмы сегментации строки делятся на две группы:

– обработка связных компонент;

– анализ проекции на горизонтальную ось.

На основе анализа проекций разработан подход эвристической излишней

сегментации. В данном подходе строятся несколько путей сегментации (несколь-

ко вариантов разбиения строки на символы) и из них выбирается лучший [114].

При этом строка может быть заведомо разделена на излишнее количество ча-

стей (с делением символов), после чего каждая часть классифицируется, и на

основе оценок сегментации классификатора строится лучший путь [115]. Та-

кие методы иногда используют эвристики, например, признак моноширинности

шрифта [114] или отсутствие символов из нескольких компонент связности [115].

В алгоритмы сегментации может быть встроена ИНС (например, применение

классификатора, который умеет отличать символ от его части [116]).

После сегментации строки проводится классификация образов символов.

Для нее в основном используются сверточные нейронные сети (СНС). Также

существуют подходы на основе каскада ИНС, когда итоговый ответ строится

на основе оценок всех входящих в каскад сетей. Для достижения state-of-the-art

результатов сейчас строятся каскады сетей с очень большим количеством пара-

метров. Например, нынешняя наименьшая ошибка на наборе данных MNIST

(0,14%) достигнута каскадом из 15 сетей по 35.4 × 106 каждая [117], в то вре-

мя как ошибка, допускаемая человеком, составляет примерно 0,20%. Таким

образом, очень многие современные архитектуры содержат излишнее число па-

раметров и склонны к переобучению [118].

При решении задачи мобильного распознавания зачастую разработчики

систем используют готовые программные пакеты (такие, как открытый пакет

Tesseract [119]), решающие задачу распознавания текста общим, и далеко не са-

мым эффективным, образом, в контексте конкретной системы. Авторы работ по

методам распознавания текстов на мобильных устройств отмечают, что даже ес-

ли задача локализации текста на изображении решается достаточно успешно, то

задача распознавания самих текстовых символов на мобильных устройствах все

еще требует существенного улучшения, принимая во внимание проблемы огра-
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ниченных вычислительных ресурсов, необходимость распознавать изображени,

захваченные камерами низкого качества или в сложных условиях, независимо

от целевого алфавита, языка или стиля написания и т.п.

С появлением утверждений о неустойчивости алгоритмов сегментации на

искаженных изображениях, стали появляться подходы без явной посимвольной

сегментации. В наши дни большинство таких подходов основано на класси-

фикаторах со скользящим окном [120] и на рекуррентных нейронных сетях

(РНС) [121], в частности – на LSTM (сети с блоками долгой краткосрочной

памяти). Главное преимущество РНС – их возможность обрабатывать и запо-

минать последовательности, но оно же может стать недостатком, например, на

строках без языковых моделей или же при применении сети к другому языку с

той же письменностью. Другой подход к распознаванию без сегментации – рас-

познавание слова целиком – имеет два существенных недостатка: число классов

становится гигантским (по числу необходимых слов), а также его невозможно

применить на текст с заранее неизвестным набором слов.

Методы распознавания строк зачастую подстраивают под особенности

письменности. При этом, большинство исследований проводилось и все еще

проводится для печатного текста исключительно с латинским алфавитом. В ра-

боте [122] изучили проблему распознавания нескольких алфавитов для бангла,

арабского, телугу, непальского, ассамского, курумукхи и деванагари. Они

использовали набор простых классификаторов, включая гистограмму ориен-

тированных положений пикселей, случайные леса, k-ближайших соседей и

несколько других подходов. Авторы работы [123] предложили метод DevNet,

включающий в себя нейросетевую архитектуру на основе сверточной нейрон-

ной сети с пятью сверточными слоями для задачи распознавания рукописного

деванагари. Работа [124] описывает высокопроизводительную архитектуру на

основе сверточной нейронной сети, использующую глобальное средневзвешен-

ное объединение выходных сигналов сети для расчета карт активаций классов,

применяющуюся к задаче распознавания китайского рукописного текста. В ра-

боте [125] использовали сверточную нейронную сеть с самоадаптирующимся

алгоритмом точной настройки выходного полносвязного слоя для распознава-

ния рукописного тамильского письма.

Языки, основанные на арабской письменности, представляют отдельные

трудности для распознавания из-за связного написания, а также разнообразия

форм [126]. В частности, одно и то же слово, в зависимости от шрифта, может
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быть написано как с лигатурами, так и без них. Одним из наиболее трудных для

распознавания современных языков является урду в почерке насталик, исполь-

зуемый в Пакистане, в том числе – в документах, удостоверяющих личность.

Отдельной группой стоят языки, где количество классов для распозна-

вания приводит либо к появлению очень тяжелых ИНС, либо к обработке

неполного алфавита. К таким языкам, прежде всего, относятся китайский,

японский и корейский. Для них предлагаются нейросетевые методы embedded

learning [127]. Они, по-видимому, применимы и к алфавитно-слоговым письмен-

ностям Индии и Юго-Восточной Азии, в которых часто образуются лигатуры

из нескольких символов.

В подобных задачах важной проблемой является недостаточный объ-

ем доступных данных для обучения глубоких нейросетевых моделей. Для

экспериментов часто используются закрытые наборы данных [114]. Важной

особенностью подходов к распознаванию сложных письменностей является пе-

ренос знаний (transfer learning), позволяющий уменьшить требуемые объемы

обучающих выборок, повторно используя обученные слои в задачах классифи-

кации или сегментации изображений [123; 128; 129]. К примеру, в работе [129]

использовли дообучение модели VGG-16 [32] в два этапа для распознавания

рукописных деванагари и бангла.

Аугментация изображений, генеративно-состязательные сети (GAN) и

автокодировщики также помогают работать с ограниченными наборами дан-

ных [129; 130]. Аугментация позволяет искусственно расширить наборы данных,

используя такие операции, как транспозиция, отражение, вращение, сдвиг, мас-

штабирование и т.п. для ограниченного набора входных изображений. Это

помогает в обучении надежных классификаторов с ограниченным набором

обучающих данных. Нейронные сети типа GAN используются для генерации

новых синтетических данных, подобным реальным данным. Так, в работе [131]

использовали GAN для генерации рукописных символов деванагари. Авто-

кодировщики также представляют собой глубокие нейронные сети, которые

используются для обучения компактному представлению данных, а также для

создания синтетических данных. Подобный подход использовался в работе [130]

для обучения сверточной нейронной сети для распознавания рукописных сим-

волов урду. Для повышения надежности и устойвости, в особенности в задачах

распознавания рукописного текста, также используются гибридные подходы

традиционного машинного обучения и глубокого обучения, как, к примеру,
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совместное использование метода опорных векторов (Support Vector Machine,

SVM) и сверточной нейронной сети для распознавания рукописного малая-

ламского текста в работе [132]. В работе [133] была предложена комплексная

нейросетевая архитектура для распознавания рукописного текста HCR-Net (см.

рис. 1.7), объединяющая в себе подходы с аугментацией и перенос знаний для

задачи распознавания рукописных вариантом множества языков (бангла, пен-

джаби, хинди, урду, фарси, тибетского, каннада, малаялам, телугу, маратхи,

непальского, арабского и др.).
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Рисунок 1.7 — Архитектура HCR-Net [133]

Существуют, однако некоторые известные общедоступные тестовые набо-

ры для замера качества распознавания строк. Для точного замера качества же-

лательно, чтобы либо датасет состоял из вырезанных изображений строк [134],

либо в разметке присутствовала информация об окаймляющих прямоугольни-

ках (или четырехугольниках) строк, иначе в замеры качества распознавания

строк вмешиваются ошибки предыдущих подсистем, как при экспериментах

с SmartDoc-2015. Вышеупомянутые наборы данных содержат примеры для

латиницы. Для арабской письменности существует ряд наборов данных для

распознавания строк, например – [135]. Для языков Индии и Юго-Восточной

Азии также существуют отдельные наборы данных, но не все они выложены в

открытый доступ [136]. В рамках International Conference on Document Analysis

and Recognition (ICDAR) регулярно проходят различные соревнования, вклю-

чающие в себя распознавания строк. В Таиланде регулярно проходит National

Software Contest, где предоставляются наборы данных для тайского языка.

В заполнении печатных документов могут быть рукописные или рукопе-

чатные строки. Подходы к их распознаванию в общем случае делятся на две
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принципиально разные группы: онлайн и оффлайн подходы. В первом случае,

текст распознается в момент его написания не только по изображению, но и

по движению руки и порядку написания строки. Но такой режим не характе-

рен для задач распознавания документов. Вторая же группа принципиально

не отличается от подходов к распознаванию печатных строк. В ней для распо-

знавания используются те же подходы, что были описаны выше. При этом, в

распознавании рукописных текстов сегментация оказывается еще более слож-

ной, а иногда и практически нерешаемой задачей.

1.4.3 #BEFB5D45BF>4 D9;G?PF4FB6 D4ECB;A464A<S

Результат распознавания текстового документа может содержать различ-

ные ошибки: неверное распознавание одного или нескольких символов слова,

ошибки сегментации границ слов, пунктуационные ошибки. Точность рас-

познавания может быть повышена при помощи пост-обработки результатов

распознавания. Обычно алгоритмы пост-обработки включают два этапа: де-

тектирование ошибок и дальнейшее их исправление. Чаще всего эти этапы

тесно связаны между собой: детектирование предполагает обнаружение мест,

в которых результат распознавания не удовлетворяет заложенным в алгоритм

правилам, исправление – выбор наилучшего варианта, удовлетворяющего пра-

вилам.

Заложенные в алгоритмы пост-обработки правила обычно используют

информацию о синтаксической и семантической структуре распознаваемых дан-

ных. Синтаксические правила описывают допустимые с точки зрения языка

распознавания конструкции. Семантические правила основываются на смыс-

ловой интерпретации данных. Таким образом, с точки зрения языка ошибки

можно разделить на те, которые приводят к появлению недопустимых для язы-

ка слов, и те, когда неверный результат распознавания допустим для языка, но

противоречит грамматическим правилам или контексту.

Подходы к автоматической пост-обработке результатов распознавания мо-

гут работать как на уровне символов, основываясь на синтаксисе и семантике

слов языка распознавания, так и на уровне слов, учитывая семантику связей

распознаваемых данных. Также могут быть использованы смешанные подходы.
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К методам автоматической коррекции, использующим семантические правила,

можно отнести словарные методы [137]. Использующие контекст подходы ча-

ще всего основываются на статистических языковых моделях, модели шумного

канала [138], N-граммах [139]. Также могут применяться методы машинного

обучения [139], использоваться внешние ресурсы, такие как, например, вы-

зов поисковой системы Google с функцией проверки орфографии [140] или

лексической базы данных WordNet [141]. Кроме того, существуют подходы,

комбинирующие несколько методов пост-обработки для более точного учёта

специфики распознаваемых данных.

Детекция ошибок распознавания при словарном подходе заключается в

выяснении, входит ли распознанное слово в словарь допустимых значений. На

этапе коррекции формируется список вариантов правильного распознавания, из

которого потом выбирается вариант с наибольшей оценкой. Построение оценки

соответствия распознанного слова sr и словарного слова sd может производить-

ся, например, на основе расстояния Левенштейна или длины наибольшей общей

подпоследовательности.

Словарные методы достаточно просты в реализации, однако имеют ряд

ограничений. Во-первых, требуется составить словарь, покрывающий все воз-

можные слова и формы слов, которые могут встретиться в распознаваемом

тексте. Это существенно ограничивает применимость словарных методов для

коррекции текстов естественного языка, особенно для языков со сложной мор-

фологической структурой. Также при составлении словарей требуется иметь в

виду временной аспект – возможность возникновения в тексте устаревших слов

и словарных форм. Кроме того, словарные методы не подходят для исправле-

ния ошибок, когда неверный результат распознавания присутствует в словаре,

однако не соответствует синтаксическим правилам или контексту.

Редакционное расстояние между словами может использоваться в соче-

тании с оценкой контекстного сходства двух именованных сущностей, рассчи-

тываемого согласно некоторой языковой модели. Данный подход используется

для кластеризации неверно распознанных слов и словосочетаний с целью даль-

нейшей коррекции ошибок распознавания [142].

Статистические N-граммные модели пост-обработки могут работать как

на уровне символов [143], так и на уровне слов [139]. N-граммные модели

основываются на предположении, что вероятность возникновения различных

последовательностей символов или слов в распознаваемых данных разная.
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Основные сложности применения N-грамм заключаются, во-первых, в составле-

нии словаря N-грамм, то есть статистической модели, адекватно отражающей

особенности распознаваемых данных. Для улучшения статистической модели

могут применяться подходы машинного обучения, такие как метод опорных

векторов [144]. Во-вторых, при больших значениях N сильно увеличивается

трудоёмкость использования N-граммного подхода. На практике чаще всего ис-

пользуются N-граммы со значением N не превышающим 4.

К статистическим методам коррекции также относятся подходы, основан-

ные на применении скрытых марковских моделей [145]. При этом используется

предположение о том, что вероятность появления символа в слове или слова в

тексте зависит от предыдущих символов или слов. Ограничивающим факторов

использования статистических моделей является, во-первых то, что они зависи-

мы от языка, во-вторых, не очень хорошо работают с текстами, которые могут

содержать неканоническую орфографию, пунктуацию и т.п. Для решения зада-

чи коррекции ошибок в подобных условиях могут применяться рекуррентные

нейронные сети, в частности с использованием LSTM моделей [146].

Предложенный в [147] подход, основывающийся на взвешенных конеч-

ных преобразователях (Weighted Finite-State Transducers, WFST), соединяет

в себе языковую модель, модель ошибок и модель гипотез. Подход на основе

WFST позволяет построить алгоритм коррекции результатов распознавания,

не заточенный изначально под специфику распознаваемых данных, а адап-

тируемый путём изменения семантических и синтаксических правил. Однако

сложность использования этого подхода может заключаться в необходимости

иметь информацию о распределении оценок принадлежности символов к клас-

сам распознавания (для модели гипотез), но зачастую этой информации нет

на выходе распознавания. Ещё одним недостатком подхода является высокая

трудоёмкость поиска оптимального пути в преобразователе в случае если ко-

дируемый язык сложный. Кроме того, построение общей языковой модели в

виде взвешенного конечного преобразователя в некоторых случаях также мо-

жет быть достаточно сложным.

Более простым для расширения и имплементации, хоть и менее об-

щим, является подход, при котором языковая модель представляется в виде

проверяющей грамматики. В этом случае задача пост-обработки результатов

распознавания сводится к задаче дискретной оптимизации. В [148] предлагает-

ся эффективный алгоритм её решения.
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В настоящее время наблюдается тенденция к применению комплексных

подходов к детекции и коррекции ошибок распознавания, многие из которых

используют нейронные сети и методы машинного обучения для подстройки ал-

горитмов пост-обработки под распознаваемые данные. Вместе с тем остаётся

актуальным использование больших корпусов данных, таких как Google Web

1T, Google Book и других, для построения языковых моделей. В силу широ-

кого распространения технологий автоматического распознавания текстовых

документов и, как результат, высокой вариативности данных большой интерес

представляют подходы, обладающие свойством адаптивности, то есть дающие

возможность легко подстроить алгоритм детекции и коррекции результатов рас-

познавания без изменения модели целиком [148].

1.5 #D<@9A9A<9 @9FB8B6 4A4?<;4 < D4ECB;A464A<S <;B5D4:9A<=

8B>G@9AFB6

Рассмотрим несколько сценариев применения технологий распознавания

изображения документов.

1.5.1 �;6?9K9A<9 4FD<5GFB6

Наиболее востребованным сценарием обработки результатов распознания

документов является извлечение атрибутов (текстовых или графических по-

лей). Извлеченные данные передаются в систему документооборота. Например,

излеченные атрибуты вместе с изображением могут сохраняться в электрон-

ном архиве.

Для поиска границ полей документов с известной геометрической структу-

рой могут быть использованы методы сегментации текстов на основе описаний

(шаблонов). Так, в работе [149] описано применение трехстрочного шаблона для

выделения текстовых полей при распознавании банковских карт.

Для документов с более гибкой структурой можно применяются алго-

ритмы класса «text in the wild», не использующие априорной информации
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о геометрии документа. Такие алгоритмы могут быть реализованы как с по-

мощью искусственных нейронных сетей [150], так и классических методов

обработки изображений [151], а также их комбинации.

В работе [152] поставлена задача сегментации составного объекта с извест-

ными ограничениями на взаимное расположение его элементов. В работе [153]

рассматривается случай, когда граф ограничений является простой цепью, и

с помощью динамического программирования проводится поиск границ полей

для ID-документов и автомобильных номеров.

После нахождения границ поля проводится распознавание содержащихся

в поле строк. Распознавание зависит от атрибутов поле, таких как алфавит,

тип постобработки, признак печатного или рукописного поля. Для всех типов

документов при нахождении таблицы из каждой ячейки таблицы извлекаются

текстовое значение.

Для извлечения полей из изображений документа со сложной структу-

рой, например, писем в произвольной форме, могут быть применены алгоритмы

извлечения данных в распознанных с помощью OCR текстах. В качестве извле-

каемых из текстов данных обычно выступают следующие объекты:

– значимый объект: имя персоналии, название компании и пр. для но-

востных сообщений, термин предметной области специального текста,

ссылка на литературу для научно-технических документов и т. д.;

– атрибуты объекта, дополнительно характеризующие его, например, для

компании это юридический адрес, телефон, имя руководителя и т.п.;

– отношение между объектами: к примеру, отношение «быть владельцем»

связывает компанию и персону-владельца, «быть частью» соединяет

факультет и университет;

– событие/факт, связывающее несколько объектов, например, событие

«прошла встреча» включает участников встречи, а также место и время

ее проведения.

Известны следующие основные способы извлечения данных:

– распознавание и извлечение именованных сущностей (named entities);

– выделение атрибутов (attributes) объектов и семантических отношений

(relations) между ними;

– извлечение фактов и событий (events), охватывающих несколько их па-

раметров (атрибутов).
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1.5.2 %D46A9A<9 < CDB69D>4 8B>G@9AFB6

Задача сравнения изображений документов становится актуальной при

проверке корректности подписанных бумажных документов, например, при

подписании двумя сторонами договоров и соглашений [154]. В этом случае

требуется подробный анализ содержимого документа, так как изменение даже

одного символа может стать критичным для оспаривания сделки.

Возможные изменения документа могут относиться как к содержанию до-

кумента, так и к оформлению документа (стиль шрифта, цвет и размер текста),

пространственному расположению элементов (расстояние между строками).

Возможно добавление и удаление элементов содержимого, включая текст, ри-

сунки, графики, таблицы, рукописное заполнение (пометки, подписи), печати.

Одним из подходов к сравнению двух изображений документов являет-

ся использование распознавания. Самым простым методом сравнения является

распознавание текста с использованием OCR с последующим использованием

программных утилит (к примеру, утилиты diff) на основе алгоритма нахожде-

ния наибольшей общей последовательности (LCS) для сравнения результатов

распознавания двух документов [155]. Недостатками такого метода являются

большое количество ложных срабатываний из-за ошибок распознавания и поте-

ря информации о шрифте, цвете и размере текста. Также распознавание текста

не может быть использовано для сравнения печатей, изображений и других

нетекстовых элементов, присутствующих на изображениях документов.

Другим подходом, не использующим распознавание символов, является

использование дескрипторов с предварительной сегментацией текста на строки.

В работах [154] использовались dense SIFT дескрипторы. Также может исполь-

зоваться сегментация изображения документа не только на строки, но и на

символы, как предложено в работе [156]. Результаты, представленные в этой

работе, показывают, что предложенный метод может обрабатывать изображе-

ния многоязычных документов с различным разрешением и размером шрифта.

Еще одним методом сравнения изображений документов, является ис-

пользование визуальной схожести документов. В работе [157] для сравнения

документов предлагается использовать визуальную меру схожести, для подсче-

та которой используется макет документа и характеристики текста, полученные

из текстовых примитивов: сложность текстового блока, основанная на энтро-
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пии, и наглядность, имеющая дело с жирностью шрифта. Эта мера схожести

изображений документов может использоваться для классификации докумен-

тов и выдачи похожих документов при поиске.

Еще одной задачей сравнения документов является поиск дубликатов

или почти дубликатов, например, при построении больших наборов данных,

корпусов документов. В этом случае могут быть рассмотрены разные определе-

ния дубликатов. В некоторых случаях дубликатами могут называться версии

документа, полученные в разных условиях [158]. Почти дубликатами могут

считаться, например, изображения с одинаковым текстовым наполнением, но

разными рукописными пометками [159].

Также к задаче сравнения изображений документов можно отнести опре-

деление того, является ли изображение подделкой по имеющему заранее набору

данных [160; 161]. Рассматриваются изображения документов, поступающих

из одного источника, например, счета из поликлиники, платежные ведомо-

сти, расчетные листы и т.д. Такие документы не содержат дополнительных

средств защиты (таких как водяные знаки), но при этом имеют схожую струк-

туру. По имеющемуся набору подлинных документов, который рассматривается

как определенная обучающая выборка, выявляются признаки или особенности

данных изображений документов. Далее на вход алгоритму поступает некото-

рое изображение и необходимо установить, является ли оно поддельным. Это

осуществляется путем выявления определенных особенностей у входного изоб-

ражения и сравнения их с теми, которые были выявлены у набора подлинных

документов. Наиболее важным искажением, которое является в центре внима-

ния работы [160], является неравномерное вертикальное масштабирование при

повторной печати отсканированного документа. В работе [161] предложен под-

ход для выравнивания документов, поступающих из одного источника.

Общей проблемой работ по обнаружению подделок является отсутствие

публичного набора данных для оценки алгоритмов. Во-первых, естественно, что

мошенники не хотят раскрывать свои методы и виды подделок, которые были

ими сделаны. А во-вторых, большинство документов, которые подвергаются мо-

дификациям, содержат личную информацию и являются конфиденциальными.

В [162] авторы решили эту проблему, синтезировав “реальные” докумен-

ты, которые впоследствии были подделаны добровольцами. Представленный

публичный набор данных, составлен из корпуса 477 подделанных (модифици-
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рованных) платежных ведомостей, в которых было модифицировано около 6000

символов. Пример изображения из этого пакета данных представлен на рис. 1.8.

Рисунок 1.8 — Пример подделанного (модифицированного) изображения пла-

тежной ведомости [162].

1.5.3 $4ECB;A464A<9 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP

Среди богатого разнообразия классов документов, удостоверение лич-

ности играет важнейшую роль, и для успешного применения систем распо-

знавания документов общего назначения к такой задаче зачастую требуются

значительные доработки и усовершенствования. Это связано с тем, что для

успешного распознавания и анализа таких документов требуется учитывать
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большое количество дополнительной информации о документе, при этом в це-

левых системах требования к качеству и скорости исполнения, как правило,

выше, чем для документов других классов. Системы для распознавания удо-

стоверений личности опираются как на классические методы компьютерного

зрения и анализа изображений документов, так и на последние достижения в

области машинного обучения и глубокого обучения.

Задача автоматического извлечения данных из изображений документов,

удостоверяющих личность, стала предметом активного изучения начиная с

2000-х, в частности, чтобы обеспечить более эффективный ввод данных и про-

верку личной информации при регистрации в гостинице, посадке в самолет

и т.д. [163]. Хотя изначально основными способами ввода были планшетные

и специализированные сканеры, распознавание документов с помощью камер

стало особенно актуально в течение последних 10 лет [164] благодаря широко-

му распространению портативных камер и мобильных устройств, например,

смартфонов.

В течение последних лет был опубликован ряд работ, в которых опи-

сываются системы и подходы к распознаванию документов, удостоверяющих

личность. В [163] рассматривается задача распознавания удостоверений лично-

сти на изображениях, полученных с помощью планшетного сканера. Документ

обнаруживается и выравнивается с помощью преобразования Хафа, а опре-

деление типа документа выполняется с помощью классификации на основе

цветовой гистограммы. Обнаружение текста осуществляется помощью анализа

связанных компонентов, а распознавание текста – с помощью бинаризованных

текстовых областей с последующей постобработкой используя геометрический

и лингвистический контекст.

В работах [165], [166] и [167] описаны системы распознавания индонезий-

ских удостоверений личности. Подход, описанный в [165], предназначен для

документов, запечатленных с помощью камеры. Этапы обработки включают

масштабирование, преобразование в оттенки серого и бинаризацию изображе-

ний документов, выделение областей текста с помощью анализа связанных

компонентов, сегментацию текстовых строк на основе гистограмм и распо-

знавание текста в шаблоне. В [166], символы индонезийских удостоверений

личности распознавались с помощью CNN (сверточных нейронных сетей) и

SVM (машины опорных векторов) с предварительной обработкой. Система,

описанная в [167], включает сглаживание как один из этапов предварительной
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обработки изображения, морфологические операции для обнаружения тексто-

вых полей, а для распознавания текстовых строк используется Tesseract [119].

В [92] аналогичный подход описан для распознавания итальянских докумен-

тов, удостоверяющих личность, с помощью камеры. Однако, в качестве этапа

предварительной обработки для обнаружения и распознавания документов ис-

пользуется обнаружение и анализ вершин с классификацией типа документа

с помощью CNN.

В работах [168] и [169] описаны системы обнаружения и распознавания

текстовых полей вьетнамских документов, удостоверяющих личность. Эта-

пы предварительной обработки в [169] включают преобразование в оттенки

серого, коррекцию наклона, сглаживание и бинаризацию, а текстовые поля

определяются отдельно: номер удостоверения личности детектируется на одной

стороне документа, а анализ структуры таблицы проводится на другой стороне.

Этап предварительной обработки изображения в [168] включает проективное

преобразование на основе обнаруженных углов документа на изображении,

полученном с помощью камеры, классификацию углов и геометрическую эв-

ристику. В [168] используется SSD Mobilenet V2 [170] для обнаружения текста,

а архитектура Attention OCR [171] – для распознавания текстовых строк.

В работах [172], [173] и [174] описаны системы распознавания документов,

удостоверяющих личность, в частности, рассматривались китайские удостове-

рения личности, изображения которых получены с помощью камеры. Системы

включают коррекцию наклона с помощью преобразования Хафа, предваритель-

ную обработку изображений документов – коррекцию яркости и преобразование

в оттеки серого, обнаружение проекций и текста на основе морфологии и рас-

познавание текста с помощью CNN [172; 173], либо на основе SVM и метода

сравнения с эталоном [174]. Определение типа документа, описанное в [172],

опирается на обнаружение национальных гербов с помощью признаков Ха-

ара и детектора на основе алгоритма машинного обучения AdaBoost (Adaptive

Boosting).

В работе [93] описана система анализа документов, удостоверяющих

личность, эффективность которой была оценена в отношении колумбийских

ID-карт. Целью описанного подхода является проверка подлинности удостовере-

ния личности. Подход включает удаление фона с помощью глубокого обучения,

определение углов и контуров для проективного преобразования, проверку

яркости, гистограммы градаций серого, детекцию лица, связанные цветовые
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компоненты и структурные маркеры для аутентификации (проверки подлин-

ности) документа.

Важнейшей проблемой исследования новых методов и алгоритмов об-

работки документов, удостоверяющих личность, является наличие открытых

датасетов. Поскольку документы, удостоверяющие личность, содержат персо-

нальную информацию, публичных датасетов, состоящих из реальных докумен-

тов, не существует. Поэтому чтобы обеспечить воспроизводимость научных

исследований в течение последних лет создаются и публикуются синтетические

датасеты удостоверений личности. Так, существует Brazilian Identity Document

Dataset (BID Dataset) [113], состоящий из изображений бразильских удостове-

рений личности с размытыми персональными данными, где заполнение полей

синтезировано. Некоторые датасеты были созданы специально для задачи рас-

познавания документов, удостоверяющих личность, например, база данных

LRDE Identity Document Image Database (LRDE IDID) [175]. Более широкие

датасеты для анализа документов в целом, например, SmartDoc family [176],

также содержат примеры документов, удостоверяющих личность.

Хотя методы, используемые в отдельных этапах обработки, отличаются

среди систем, в целом подходы и идеи довольно похожи. Типичная система

распознавания документов, удостоверяющих личность, состоит из следующих

этапов (см. рис. 1.9):

1. Предварительная обработка входного изображения. Этот этап вклю-

чает общие шаги предварительной обработки изображения, такие как

масштабирование или преобразование цветовой схемы, удаление фона,

обнаружение контуров, краев и углов или семантическая сегментация.

2. Подготовка образа документа. Применяются геометрическая коррек-

ция (ректификация – коррекция наклона, проекционные преобразова-

ния), коррекция яркости и т.д.

3. Извлечение текстовых полей и других важных элементов документов,

удостоверяющих личность, таких как фотография лица.

4. Предварительная обработка текстовых полей (например, бинаризация

и коррекция наклона), сегментация на символы, распознавание и по-

стобработка с использованием языковых моделей.
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Рисунок 1.9 — Общая схема распознавания документов, удостоверяющих лич-

ность.

1.6 �BCB?A<F9?PAO9 6BCDBEO E<EF9@ 4A4?<;4 < D4ECB;A464A<S

8B>G@9AFB6

1.6.1 $4ECB;A464A<9 6<89BCBE?98B64F9?PABEF9=

Помимо классических схем захвата входных изображений при помощи

сканеров, в настоящее время являются крайне актуальными вопросы захвата

изображений с помощью камеры смартфона или веб-камеры [177]. Несмотря

на ряд недостатков, связанных с геометрическими или иными искажениями,

преимущество мобильные камеры по сравнению со сканерами состоит в воз-

можности захвата видеопотока, который может содержать кадры с разным

освещением, под разными углами, с различными характеристиками фокусиров-

ки, что позволяет уменьшить спорадические ошибки OCR-систем.

При распознавании видеопотока возникает проблема выбора способов

объединения информации, полученной из разных кадров видеопоследовательно-

сти. На сегодняшний день при распознавании видеопотока получили большую

популярность методы выбора наиболее информативного кадра [178], методы

«суперразрешения», создающие изображение более высокого качества на основе

нескольких кадров низкого разрешения [179], методы отслеживания и комби-

нирования изображений распознанного объекта на последовательности кадров,

методы компенсации размытия путем замены размытых областей в одном кадре

их более четкими аналогами, взятыми из других кадров, или с использова-
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нием методов глубокого обучения [180]. Также для лучшего восстановления

распознанного изображения документа можно использовать данные, получен-

ные от различных датчиков мобильного устройства, таких как, например,

акселерометр или гироскоп. Однако для современных мобильных устройств по-

грешность в их измерениях может быть весьма значительной и препятствовать

использованию этих данных для восстановления изображений. Недостатками

методов первой группы, состоят в вычислительной сложности, чувствитель-

ности к геометрическим искажениям кадров и плохой масштабируемости в

отношении видеопоследовательностей произвольной длины.

1.6.2 "CF<@<;4J<S 5OEFDB89=EF6<S 4?7BD<F@B6 D4ECB;A464A<S

Распознавание документов основано на комбинации алгоритмов с различ-

ной математической сложностью. Быстродействие реализации распознавания

на какой-либо вычислительной архитектуре должно быть оптимизировано по

нескольким причинам. Во-первых, из-за экономии времени и других ресурсов,

во-вторых, для улучшения эргономики пользовательских приложений. И, на-

конец, для платформ с ограниченными ресурсами, например, для устройств

«Интернета вещей» (IoT) и мобильных устройств, оптимизация быстродействия

непосредственно связана с оптимизацией энергопотребления и тепловыделения.

Одним из самых популярных механизмов классификации являются ис-

кусственные нейронные сети. ИНС могут использоваться практически на всех

этапах распознавания документа. Модели ИНС предназначенные для клас-

сификации с высокой точностью, обычно требуют больших вычислительных

ресурсов и энергии, так как часто ИНС основаны на большом числе операций

умножения и большим числом параметров. Поэтому оптимизация быстродей-

ствия ИНС является актуальной задачей. Рассмотрим несколько популярных

подходов оптимизации быстродействия ИНС.

Первая группа подходов основана на использовании альтернативных

моделей нейрона. В работе [181] предложена аппаратная архитектура с ис-

пользованием сверточной нейронной сети сумматора (AdderNet), в которой

исходная свертка заменена ядром сумматора. Указывается, что AdderNet может

достичь увеличения скорости на 16% и снижения энергопотребления на 47,85
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– 77,9% по сравнению с аналогичной CNN традиционной архитектурой. Г?G5B­

>4S A9=DBAA4S E9FP (DNN) ShiftAddNet [182] 6OCB?AS9F G@AB:9A<9 A4 BEAB69

EG@@<DB64A<S < ?B7<K9E><@ E86<7B@ 5<FB6. � D45BF9 [183] BC<E4AB E9@9=EF6B

4DI<F9>FGD DeepShift, 54;<DGRM99ES A4 86GI BC9D4J<SI: E69DFBKAO9 E86<7< <

CB?ABE6S;AO9 E86<7<, >BFBDO9 ;4@9ASRF 6E9 G@AB:9A<S 6@9EF9 E CB5<FB6O@

E86<7B@ < ;4@9AB= ;A4>4. �?S CD98EF46?9A<S 69EB6 FD95G9FES 6 5<FB6. #B>4;4­

AB EB>D4M9A<9 6D9@9A< ;489D:>< A4 25% CD< 6O6B89 ResNet18 CB ED46A9A<R E

S8D4@< GPU A4 BEAB69 A9BCF<@<;<DB64AAB7B G@AB:9A<S.

�FBD4S 7DGCC4 CB8IB8B6 <ECB?P;G9F J9?BK<E?9AAGR 4D<H@9F<>G 6@9EFB

69M9EF69AAB= [184]. #D< QFB@ CB8IB89 CB6OL49FES 5OEFDB89=EF6<9 < Q>BAB@<F­

ES ;4A<@49@4S C4@SFP CD< A9;A4K<F9?PAB@ G@9APL9A<< FBKABEF<. �CDBK9@, 6

D45BF9 [185] GF69D:849FES, KFB CD< <ECB?P;B64A<< 4-5<FAB7B 89F9>FBD4 CBKF<

59; CBF9DP 5O?< 8BEF<7AGFO I4D4>F9D<EF<>< @B89?< E CB?AB= FBKABEFPR.

&D9FPS 7DGCC4 CB8IB8B6 BD<9AF<DB64A4 A4 5<A4DAO9 E9F< (BNN), 6

>BFBDOI K4EFP E?B96 EB89D:<F 86B<KAO9 >BQHH<J<9AFO. �?S 8BEF<:9A<S

CD<9@?9@B= FBKABEF< CD< B5GK9A<< BNN CD98?4749FES 7DGCC4 @9FB8B6 8?S <;59­

:4A<S C9D9CB?A9A<S, F4><9 >4> Normalization Layer Design, Small-pipeline Rule

and Aggregated Convolutional Operation [186].

#D<@9A9A<9 @4?B5<FAB= 69M9EF69AAB= 4D<H@9F<>< (FP8) < @4?B5<FAB=

7<5D<8AB= 4D<H@9F<>< (HFP8) CB;6B?S9F GEC9LAB B5GK4FP DNN. � D45BF9 [187]

89@BAEFD<DG9FES 6B;@B:ABEFP >64AFB64A<S CD9864D<F9?PAB B5GK9AAB= @B89?<

8B 8-5<FAB7B HBD@4F4 59; CBF9D< FBKABEF<.

#9DEC9>F<6AO@ CB8IB8B@ S6?S9FES ;4@9A4 E69DFBKAB7B < CB?ABE6S;AB7B

S8D4 F9A;BDAO@< CD<5?<:9A<S@< A<;>B7B D4A74. &4><9 @9FB8O >4> F9A;BDA4S

89>B@CB;<J<S, F9A;BDA4S CBE?98B64F9?PABEFP, F9A;BDAB9 >B?PJB < @B8<H<J<­

DB64AA4S CB?<48<K9E>4S F9A;BDA4S 89>B@CB;<J<S CB>4;4?< QHH9>F<6ABEFP

E:4F<S CD< A9;A4K<F9?PAB@ EA<:9A<< FBKABEF< [188].

#9D9K<E?9AAO9 CB8IB8O BEAB64AO A4 G@9APL9A<< >64AFB64A<S >BQHH<­

J<9AFB6 �!% < A4 4CCDB>E<@4J<< A9?<A9=AOI HGA>J<=. � 8BCB?A9A<9 > A<@

G@9EFA4 A<;>BGDB6A964S BCF<@<;4J<S 8?S E<EF9@ >B@4A8 SIMD.
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1.7 �O6B8O CB 7?469

� C9D6B= 7?469 CB>4;4AB, KFB ;484K4 D4ECB;A464A<S 8B>G@9AFB6, G8BEFB69­

DSRM<I ?<KABEFP, <EE?98B64?4EP 6 D4;?<KAOI 4EC9>F4I G:9 5B?99 EBDB>4 ?9F <

CDB8B?:49F BEF464FPES 4>FG4?PAB= CB E9= 89AP. �B?PL<AEF6B D45BF CBE6SM9AB

<EE?98B64A<R CDB5?9@ D4ECB;A464A<S 8B>G@9AFB6, CB?GK9AAOI E CB@BMPR E>4­

A<DB64A<S, < FB?P>B BFABE<F9?PAB A95B?PL4S K4EFP AB69=L<I D45BF CBE6SM9A4

CDB5?9@4@ D4ECB;A464A<S 8B>G@9AFB6 A4 HBFB7D4H<SI. !9E@BFDS A4 A4?<K<9

D45BF CB BF89?PAO@ 4EC9>F4@ < 4?7BD<F@4@ D9L4RM<@ G;><9 ;484K<, F4><9

>4>: CB<E> < <89AF<H<>4J<S 8B>G@9AF4, CB<E> D9>6<;<FB6 8B>G@9AF4, D4ECB;A4­

64A<9 F9>EF4, 6OS6?9A<9 4AB@4?<= < <;@9A9A<=, 6 ?<F9D4FGD9 A9 CD98EF46?9AO

D45BFO CB E<EF9@AB@G CB8IB8G > D9L9A<R ;484K< D4ECB;A464A<S 8B>G@9AFB6

6 J9?B@, E GK9FB@ 6E9I BEB59AABEF9=, CD<6A9E9AAOI CB6E9@9EFAO@ <ECB?P;B64­

A<9@ @B5<?PAOI F9?9HBAB6 8?S D4ECB;A464A<S < A9>BAFDB?<DG9@BEF< GE?B6<=

CB?GK9A<S <;B5D4:9A<S, 6 BF?<K<< BF @AB:9EF64 D45BF CB D4ECB;A464A<R 8B­

>G@9AFB6 EB E>4A9DB6. #B>4;4AB, KFB E?45B <;GK9AAO@< BEF4RFES 6B;@B:ABEF<,

>BFBDO9 CD98BEF46?S9F <ECB?P;B64A<9 6<89BCBFB>4, 4 F4>:9 E?45B D4EE@BF­

D9AAO@ BEF49FES 6BCDBE B7D4A<K9AABEF< 6OK<E?<F9?PAB= < QA9D79F<K9E>B=

@BMABEF< @B5<?PAOI GEFDB=EF6, <ECB?P;G9@OI 6 >4K9EF69 6OK<E?<F9?PAOI

C?4FHBD@ 8?S D4ECB;A464A<S, KFB EF46<F 6BCDBEO B CD<@9A<@BEF< EGM9­

EF6GRM<I 4?7BD<F@B6 59; EC9J<4?PAB= BCF<@<;4J<<. "EB5GR CDB5?9@G 6

<EE?98B64A<SI D4ECB;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, CD98­

EF46?S9F CD4>F<K9E>< CB?AB9 BFEGFEF6<9 BF>DOFOI < D9CD9;9AF4F<6AOI C4>9FB6

Q>EC9D<@9AF4?PAOI 84AAOI, >BFBDO9 5O CB;6B?<?< <EE?98B64F9?S@ CB?ABJ9AAB

CDB6B8<FP <EE?98B64A<S < 69D<H<J<DB64FP D9;G?PF4FO.

�EIB8S <; CDB6989AAB7B 4A4?<;4 EB6D9@9AAB7B EBEFBSA<S <EE?98B64A<= 6

B5?4EF< D4ECB;A464A<S 8B>G@9AFB6, @B:AB CBEF46<FP E?98GRM<9 ;484K<:

1. CB;84FP GA<69DE4?PAO= CB <EFBKA<>G <;B5D4:9A<S CB8IB8 > 4DI<­

F9>FGD9 E<EF9@ D4ECB;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP,

GK<FO64RM<= BEB59AABEF< ;484K<, <EFBKA<>B6 < ECBEB5B6 ;4I64F4 <;B5­

D4:9A<=, 6B;@B:ABEFP 4A4?<;4 6<89BCBFB>4 < B7D4A<K9AAO9 D9EGDEO

@B5<?PAOI 6OK<E?<F9?PAOI C?4FHBD@.
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2. �;GK<FP < CD98?B:<FP @B89?P <ECB?P;B64A<S 6<89BCBFB>4 E J9?PR

CB6OL9A<S >4K9EF64 D9L9A<S ;484K< D4ECB;A464A<S 8B>G@9AFB6, G8B­

EFB69DSRM<I ?<KABEFP.

3. #D98?B:<FP @9FB8O, @B89?<, 4?7BD<F@O CB6OL9A<S >4K9EF64 D4ECB­

;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, E <ECB?P;B64A<9@

6<89BCBFB>4.

4. #D98?B:<FP < 4CDB5<DB64FP CGF< EA<:9A<S 6OK<E?<F9?PAB= A47DG;><

6 CDBJ9EE4I D4ECB;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP.

5. %B;84FP D9CD9;9AF4F<6AO9 C4>9FO 84AAOI 8?S <EE?98B64A<S, ;4@9D4

< 69D<H<>4J<< D9;G?PF4FB6 <EE?98B64A<= 6 B5?4EF< D4ECB;A464A<S 8B­

>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, CD< QFB@ GK9EFP A9B5IB8<@BEFP

EB5?R89A<S 46FBDE><I CD46 < B7D4A<K9A<S, A4?4749@O9 A4 D4;7?4L9­

A<9 C9DEBA4?PAOI 84AAOI.

6. $4;D45BF4FP @9FB8O 4A4?<;4 <;B5D4:9A<= (E>4A<DB64AAOI ?<5B CB?G­

K9AAOI CGF9@ HBFB7D4H<DB64A<S) < 6<89BCBE?98B64F9?PABEF9= 8B>G­

@9AFB6, G8BEFB69DSRM<I ?<KABEFP, EF46SM<9 6 >4K9EF69 J9?< CDB69D>G

CB8?<AABEF< 8B>G@9AF4 < @<A<@<;4J<< 6B;@B:AOI H4?PE<H<>4J<=

CDBJ9EE4 CD98NS6?9A<S 8B>G@9AF4 6 46FB@4F<K9E><I E<EF9@4I 66B84.
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�?464 2. $4ECB;A464A<9 < 66B8 <89AF<H<>4J<BAAOI 8B>G@9AFB6

2.1 �6989A<9

� 84AAB= 7?469 CD98EF46?9A 4A4?<; 4DI<F9>FGDO E<EF9@ D4ECB;A464A<S

8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP. �G89F CB>4;4AB, >4> FD4AEHBD@<DGRF­

ES BF89?PAO9 Q?9@9AFO < 6ES FD48<J<BAA4S EI9@4 D4ECB;A464A<S CB8 6?<SA<9@

BEB59AABEF9= CD<DB8O 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, < ECBEB5B6 CB?G­

K9A<S <I <;B5D4:9A<= A4 @B5<?PAOI GEFDB=EF64I.

�?4EE<K9E>4S EI9@4 D4ECB;A464A<S 8B>G@9AFB6 CD98EF46?9A4 A4 D<EGA­

>9 2.1. "EAB6AO9 Q?9@9AFO < 4?7BD<F@O D94?<;4J<< QFB= EI9@O BC<E4AO

6 �?469 1. $94?<;4J<S 99 CD98CB?4749F CB?GK9A<9 <;B5D4:9A<S 6 >BAFDB­

?<DG9@OI GE?B6<SI EB E>4A9D4 E <;69EFAO@< BCF<K9E><@< < F9IA<K9E><@<

I4D4>F9D<EF<>4@<, KFB A9 E6B=EF69AAB 8?S @B5<?PAOI GEFDB=EF6. � QFB= 7?469

D4EE@BFD9AO BEB59AABEF< 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, BEB59AABEF<

HBD@<DB64A<S <;B5D4:9A<=, BJ9A>4 >4K9EF64 6IB8AOI <;B5D4:9A<=, ?B>4?<­

;4J<S < <89AF<H<>4J<S 8B>G@9AFB6, CB<E> < D4ECB;A464A<9 F9>EFB6OI CB?9=.

�DB@9 FB7B, 6 A4EFBSM9= 7?469 EHBD@G?<DB64A4 AB64S ;484K4, E6S;4AA4S E

CDBJ9EEB@ CD<@9A9A<S D4ECB;A464A<S – CDB69D>4 CB8?<AABEF< 8B>G@9AF4, G8B­

EFB69DSRM97B ?<KABEFP. � >BAJ9 A4EFBSM9= 7?46O CD98EF46?9A4 GA<69DE4?PA4S

EI9@4 D4ECB;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, CD98A4;A4K9AA4S

>4> 8?S B5D45BF>< <;B5D4:9A<= EB E>4A9D4, F4> < HBFB7D4H<= 8B>G@9AFB6 <

6<89BCBFB>4.

2.2 �B>G@9AF, G8BEFB69DSRM<= ?<KABEFP: BEB59AABEF< <

CD<@9A9A<9 D4ECB;A464A<S

�B>G@9AFB@, G8BEFB69DSRM<@ ?<KABEFP (G8BEFB69DSRM<@ 8B>G@9AFB@,

ID-8B>G@9AFB@), EK<F49FES ?R5B= 8B>G@9AF, CB;6B?SRM<= <89AF<H<J<DB64FP

?<KABEFP 97B 6?489?PJ4. !45BD <AHBD@4J<BAAOI CB?9= (>4> F9>EFB6OI, F4> <

7D4H<K9E><I) 6 F4><I 8B>G@9AF4I EBBF69FEF6GRM<=: D4;?<KA4S C9DEBA4?PA4S
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$<EGAB> 2.1 — �?4EE<K9E>4S EI9@4 D4ECB;A464A<S 8B>G@9AFB6.

<AHBD@4J<S, BFABESM4SES > 6?489?PJG 8B>G@9AF4. !4<5B?99 K4EFB A4 G8BEFB­

69DSRM<I 8B>G@9AF4I G>4;O64RF H4@<?<R, <@S < BFK9EF6B, 84FG DB:89A<S,

CB?, 7BEG84DEF69AAO= <89AF<H<>4J<BAAO= AB@9D, D4ECB?474RF HBFB7D4H<R

6?489?PJ4 < BFF<E> CB8C<E<. �BCB?A<F9?PAB 8B>G@9AFO @B7GF EB89D:4FP

EC9J<4?PAO9 >B8<H<J<DB64AAO9 ;BAO (@4L<ABK<F49@O9 ;BAO, B8AB@9DAO9 <

86G@9DAO9 LFD<I>B8O). !4 D<EGA>9 2.2 CD98EF46?9AO CD<@9DO 8B>G@9AFB6,

G8BEFB69DSRM<I ?<KABEFP.
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$<EGAB> 2.2 — #D<@9D <;B5D4:9A<= 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP:

G8BEFB69D9A<9 ?<KABEFP 7D4:84A<A4 �?54A<< (B5D4;J4 2004 7B84), G8BEFB69D9­

A<9 ?<KABEF< 7D4:84A<A4 (D4AJ<< (B5D4;J4 2021 7B84), C4ECBDF 7D4:84A<A4

%9D5<< (B5D4;J4 2008 7B84).

� J9?B@, 8B>G@9AFO, G8BEFB69DSRM<9 ?<KABEFP, @B7GF <@9FP 8B6B?PAB

CDBEFGR EFDG>FGDG, BEB59AAB 9E?< BA< A9 EB89D:4F 5B?PLB7B >B?<K9EF64 CB?9=

(A4CD<@9D, E?G:95AO9 CDBCGE>4 ;4K4EFGR A9 B5?484RF E?B:AB= EFDG>FGDB=).

"8A4>B G8BEFB69D9A<9 ?<KABEF< 7BEG84DEF69AAB7B B5D4;J4 <; EBB5D4:9A<=

59;BC4EABEF< CD4>F<K9E>< 6E9784 BEA4M49FES Q?9@9AF4@< ;4M<FO (6<;G4?PAB

>BAFDB?<DG9@O@<, CDBS6?SRM<@<ES CD< B5?GK9A<< 8B>G@9AF4 '(, RFID-@9F­

>4@<, @<>DBK<C4@<, EB89D:4M<@< 5<B@9FD<K9E><9 84AAO9, < F. C.) [189].

)BFS 8B>G@9AFO, G8BEFB69DSRM<9 ?<KABEFP, @B7GF 5OFP 6OCB?A9AO 6 D4;­

AB@ D4;@9D9, K4M9 6E97B <I <;7BF46?<64RF 6 6<89 <89AF<H<>4J<BAAB= >4DFO,

>BFBD4S CB D4;@9D4@ EB6C4849F E B5OKAB= 54A>B6E>B= >4DFB=. %GM9EF6G9F DS8

@9:8GA4DB8AOI EF4A84DFB6, BC<EO64RM<I I4D4>F9D<EF<>< F4><I 8B>G@9AFB6,

A4CD<@9D, �"%& $ �%"/ 1� 7810-2015 [190] <?< ISO/IEC 7810:2003 [191],

>BFBDO9 GEF4A46?<64RF FD95B64A<S > H<;<K9E><@ I4D4>F9D<EF<>4@ G8BEFB69DS­

RM<I 8B>G@9AFB6. &4><9 EF4A84DFO EF4?< A9B5IB8<@O 6 E6S;< E CB6E9@9EFAO@

<ECB?P;B64A<9@ G8BEFB69D9A<= ?<KABEF< < A4CD46?9AO A4 GA<H<>4J<R I4D4>F9­

D<EF<> G8BEFB69DSRM<I 8B>G@9AFB6 < GCDBM9A<9 CDBJ98GD <I B5D45BF><. �M9

B8A<@ 64:AO@ HBD@4FB@ 8B>G@9AF4, G8BEFB69DSRM97B ?<KABEFP, S6?S9FES C4E­

CBDF <?< CDB9;8AB= 8B>G@9AF. #4ECBDF4 B5OKAB 6O84RFES 6 6<89 5G>?9F4, K4EFB

EA45:9AAB7B 6EFDB9AAO@< @<>DBK<C4@< 8?S @4L<AAB7B EK<FO64A<S.

�B?<K9EF6B D4;?<KAOI F<CB6 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, 6O­

84649@OI 6 @<D9, 9EF9EF69AAB, BK9AP 69?<>B. %B5<D4RFES EC9J<4?PAO9 54;O

84AAOI E CD<@9D4@< 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, < A9>BFBDO9 <;
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A<I A4IB8SFES 6 BF>DOFB@ 8BEFGC9, A4CD<@9D, Public Register of Authentic

identity and travel Documents Online (PRADO) [192]. "8A4>B F4@ @B:AB A4=­

F< FB?P>B K4EFP 6E97B D4;ABB5D4;<S G8BEFB69DSRM<I 8B>G@9AFB6. �B?99 FB7B,

@AB7<9 EFD4AO CB8D4;89?SRFES A4 D97<BAO <?< LF4FO, >BFBDO@ D4;D9L9AB

6OCGE>4FP G8BEFB69DSRM<9 8B>G@9AFO CB EB5EF69AAO@ EF4A84DF4@. !4CD<@9D,

>4:8O= LF4F %B98<A9AAOI,F4FB6 �@9D<>< 6O849F EC9J<4?PAB9 6B8<F9?PE>B9

G8BEFB69D9A<9, < �@9D<>4AE>4S 4EEBJ<4J<S 48@<A<EFD4FBDB6 FD4AECBDFAOI

ED98EF6 (American Association of Motor Vehicle Administrators, AAMVA) 8B?:­

A4 ;45BF<FPES B5 <I GA<H<>4J<< < >BAFDB?9 F4><I 6B8<F9?PE><I G8BEFB69D9A<=

[193]. �DB@9 FB7B, G8BEFB69DSRM<9 8B>G@9AFO 6D9@S BF 6D9@9A< @9ASRFES 6

E6S;< E B5AB6?9A<9@ 8<;4=A4 < CB6OL9A<9@ FD95B64A<= > 59;BC4EABEF<.

%<EF9@O 46FB@4F<K9E>B7B D4ECB;A464A<S G8BEFB69DSRM<I 8B>G@9AFB6 <

66B84 C9DEBA4?PAOI 84AAOI CD<@9ASRFES 6B @AB7<I EH9D4I :<;A989SF9?P­

ABEF< 8?S D9L9A<S >BA>D9FAOI CD<>?48AOI ;484K. #9D64S 7DGCC4 F4><I

;484K E6S;4A4 E 46FB@4F<;4J<9= CDBJ9EE4 <89AF<H<>4J<< ?<KABEF< >?<9A­

F4 CD< B5D4M9A<< 6 D4;?<KAO9 BH<EO B>4;4A<S GE?G7 (A4CD<@9D, 6 J9AFDO

7BEG84DEF69AAOI GE?G7 <?< H<A4AEB6O9 BD74A<;4J<<). � 84AAB@ E?GK49 BC9D4­

FBD, B5E?G:<64RM<= >?<9AF4, ?<KAB >BAFDB?<DG9F CD<A48?9:ABEFP 8B>G@9AF4

>?<9AFG, 64?<8ABEFP < CB8?<AABEFP G8BEFB69DSRM97B 8B>G@9AF4, 4 E<EF9­

@O 46FB@4F<K9E>B7B D4ECB;A464A<S 8B>G@9AFB6 <ECB?P;GRFES 8?S GE>BD9A<S

B5E?G:<64A<S >?<9AF4 (46FB@4F<K9E>B7B ;4CB?A9A<S :GDA4?B6 CBE9M9A<S, CB8­

7BFB6>< 8B7B6BDB6, ;4CB?A9A<S 4A>9F < F. C.).

�FBD4S 7DGCC4 4>FG4?PAOI ;484K, 8?S >BFBDOI A9B5IB8<@O 46FB@4F<­

K9E><9 E<EF9@O 66B84 8B>G@9AFB6 – QFB G84?9AA4S <89AF<H<>4J<S >?<9AF4.

�B;DBEL<= 6 CBE?98A<9 6D9@S ECDBE A4 G84?9AAO9 GE?G7<, 6>?RK4RM<9 6 FB@

K<E?9 A9B5IB8<@BEFP >4K9EF69AAB= G84?9AAB= <89AF<H<>4J<< < 69D<H<>4J<<

H<;<K9E>B7B ?<J4, BCD989?<? FD95B64A<S > E<EF9@4@ D4ECB;A464A<S G8BEFB69­

DSRM<I 8B>G@9AFB6. � 84AAB@ E?GK49, 8?S GEC9LAB7B D9L9A<S CBEF46?9AAB=

;484K< B>4;O649FES A98BEF4FBKAO@ 6O89?9A<9 F9>EFB6OI D9>6<;<FB6. �6FB@4­

F<;<DB64AAO9 E<EF9@O D4ECB;A464A<S CB@<@B FD48<J<BAAOI HGA>J<= 8B?:AO

B59EC9K<64FP 6B;@B:ABEFP 6O89?9A<S < CDB69D>< CD<;A4>B6 CB8?<AABEF< 8B>G­

@9AF4, >BAFDB?S «:<6BEF<» 8B>G@9AF4, 4 F4>:9 6B;6D4M4FP 6E9 A9B5IB8<@O9

84AAO9 (HBFB7D4H<R 89D:4F9?S 8B>G@9AF4, CB8C<EP < F. C.) 8?S 84?PA9=L97B

<ECB?P;B64A<S 5<B@9FD<K9E><I E<EF9@.
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&D9FPS 7DGCC4 ;484K, 6 >BFBDB= E<EF9@O 46FB@4F<K9E>B7B D4ECB;A464A<S

G8BEFB69DSRM<I 8B>G@9AFB6 <7D4RF >D<F<K9E>GR DB?P, E6S;4A4 E B>4;4A<9@

FD4AECBDFAOI GE?G7. &4>, 8?S CDB84:< 5<?9FB6, D97<EFD4J<< C4EE4:<DB6 C9­

D98 CB9;8>B=, B59EC9K9A<S D45BFO E<EF9@ ?BS?PABEF< A9B5IB8<@B G84?9AAB

<89AF<H<J<DB64FP < 69D<H<J<DB64FP ?<KABEFP C4EE4:<D4 – ;484K4, >BFBD4S

QHH9>F<6AB D9L49FES EB6D9@9AAO@< 46FB@4F<K9E><@< E<EF9@4@< D4ECB;A464­

A<S G8BEFB69DSRM<I 8B>G@9AFB6. % 8DG7B= EFBDBAO, CD< C9D9E9K9A<< 7D4A<J

CDB<;6B8<FES 89F4?<;<DB64AAO= 8BE@BFD < >BAFDB?P C4EE4:<DB6, CD< >BFBDB@

A9B5IB8<@B CD98NS6?9A<9 CDB9;8AB7B 8B>G@9AF4 (C4ECBDF4), KFB 6 EB6D9@9AAB@

@<D9 F4>:9 46FB@4F<;<DG9FES ;4 EK9F CD<@9A9A<S 46FB@4F<K9E><I E<EF9@ E>4­

A<DB64A<S, D4ECB;A464A<S < CDB69D>< CB8?<AABEF<.

2.3 "EB59AABEF< HBD@<DB64A<S <;B5D4:9A<= 8?S J<HDB6OI HBFB

< 6<89B GEFDB=EF6

$4EE@BFD<@ <ECB?P;B64A<9 HBFB- < 6<89B >4@9D 8?S CB?GK9A<S <;B5­

D4:9A<= 8B>G@9AFB6, CD< QFB@ 5G89@ <ECB?P;B64FP B5M<= F9D@<A «EN9@>4

>4@9DB=» [194]. #D< F4>B= EN9@>9 E CB@BMPR B5N9>F<64 A4 E69FBKG6EF6<F9?PAB=

@4FD<J9 ?GK4@< BFD4:9AAB7B BF B5N9>F4 EN9@>< E69F4 HBD@<DG9FES <;B5D4:9­

A<9 8B>G@9AF4 (E@. D<EGAB> 2.3).

$<EGAB> 2.3 — #D<AJ<C<4?PA4S EI9@4 HBD@<DB64A<S <;B5D4:9A<S 6 HBFB- <

6<89B >4@9D4I.
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#B ED46A9A<R EB E>4A9D4@<, BCF<K9E>4S EI9@4 >4@9DO S6?S9FES 5B?99

E?B:AB= < E4@4 CB E959 6ABE<F 5B?PL9 <E>4:9A<= 6E?98EF6<9 459DD4J<=, 5?<­

>B6 < BFD4:9A<= 6AGFD< BCF<K9E>B= E<EF9@O.

�ECB?P;B64A<9 HBFBE9AEBDB6 (@4FD<J) < 4A4?B7B6B= Q?9>FDBA<>< GEFDB=­

EF64@< 8?S D97<EFD4J<< <;B5D4:9A<= A9<;59:AB CD<6B8<F > CBS6?9A<R <E>4­

:9A<= <;B5D4:9A<=, >BFBDO9 A4;O64RF J<HDB6O@ LG@B@ [195]. �EFBKA<>4@<

J<HDB6B7B LG@4 S6?SRFES E4@ CDBJ9EE BJ<HDB6>< 4A4?B7B6B7B E<7A4?4 (BL<5­

>< >64AFB64A<S E<7A4?4, F9C?B6B= LG@ < C9D9ABE ;4DS84 A4 @4FD<J9) < 97B

84?PA9=L99 GE<?9A<9. �BCB?A<F9?PAO@< <EFBKA<>4@< <E>4:9A<= S6?SRFES

;47DS;A9A<S @4FD<JO < 89H9>FAO9 Q?9@9AFO E9AEBD4. �M9 B8<A <EFBKA<> <E­

>4:9A<= – 4?7BD<F@O E:4F<S <;B5D4:9A<=, KFB BEB59AAB ;4@9FAB 8?S >48DB6

6<89BCBFB>4 [196; 197]. *<HDB6B= LG@ ;4@9F9A A4 <;B5D4:9A<< 6 6<89 A4?B­

:9AAB= @4E>< <; C<>E9?9= E?GK4=AB7B J69F4 < SD>BEF<. ,G@ 5B?99 ;4@9F9A A4

B8ABFBAAOI GK4EF>4I <;B5D4:9A<S, 6 BEB59AABEF< – A4 Fe@AOI. � E>4A9D4I 74­

D4AF<DB64AB >4K9EF69AAB9 BE69M9A<9, 6 BF?<K<9 BF >4@9D, 8?S >BFBDOI K4EFB

6B;A<>49F E<FG4J<S A98BEF4FBKAB= BE69M9AABEF< < 6?<SA<9 J<HDB6B7B LG@4

(E@. D<EGAB> 2.4) @AB7B>D4FAB GE<?<649FES.

$<EGAB> 2.4 — *<HDB6B= LG@ 6 GE?B6<SI A<;>B= BE69M9AABEF<.

$4EE@BFD<@ D4;D9L4RMGR ECBEB5ABEFP D4;?<KAOI GEFDB=EF6 HBD@<DB64­

A<S <;B5D4:9A<= 8B>G@9AF4. &<C<KAO@ D4;D9L9A<9@ 8?S E<EF9@ BCF<K9E>B7B

66B84 8B>G@9AFB6 S6?S9FES 300 FBK9> A4 8R=@ (DPI). &4>B9 D4;D9L9A<9 B59EC9­

K<649FES 6E9@< EB6D9@9AAO@< E>4A9D4@< < CB;6B?S9F >4K9EF69AAB D4ECB;A464FP

C9K4FAO= F9>EF E B5OKAO@< 8?S C9K4FAOI 8B>G@9AFB6 D4;@9D4@< LD<HFB6.

#D< F4>B@ D4;D9L9A<< <;B5D4:9A<9 EFD4A<JO HBD@4F4 �4 <@99F D4;@9DO

3394×2400 C<>E9?9=. )4D4>F9DAB9 D4;D9L9A<9 8?S >4@9DO @B5<?PAB7B GEFDB=­

EF64 6 HBFBD9:<@9 (5 @974C<>E9?9=) 849F D4;@9D >48D4 2592× 1936 C<>E9?9=.

&4><@ B5D4;B@ CD< HBFBEN9@>9 @4>E<@4?PAB9 D45BK99 D4;D9L9A<9 A9 CD96OL4­

9F 200 DPI (8?S HBD@4F4 �4 – 2262× 1600 C<>E9?9=). )4D4>F9DAB9 D4;D9L9A<9

web->4@9DO ED98A97B GDB6AS BCD989?S9FES D9:<@B@ EN9@>< FullHD E D4;@9DB@



70

>48D4 1920× 1080 C<>E9?9=, KFB 849F 9M9 5B?99 A<;>B9 D45BK99 D4;D9L9A<9, >B­

FBDB9 @B:AB BJ9A<FP >4> CD<@9DAB 120 DPI (8?S HBD@4F4 �4 – 1358 × 960

C<>E9?9=).

� BF?<K<9 BF E>4A9DB6, CD< EN9@>9 >4@9DB= E4@ 8B>G@9AF D4ECB?B:9A 6

CDB<;6B?PAB= C?BE>BEF< BFABE<F9?PAB C?BE>BEF< EHB>GE<DB64AAB7B <;B5D4:9­

A<S. "F>?BA9A<9 BF C9DC9A8<>G?SDAB= BCF<K9E>B= BE< C?BE>BEF< CD<6B8<F >

CDB9>F<6AB@G <E>4:9A<R (E@. D<EGAB> 2.5) <;B5D4:9A<S 8B>G@9AF4 [198].

$<EGAB> 2.5 — #D<@9DO E?45B7B (E?964) < E<?PAB7B (ECD464) CDB9>F<6AB7B <E­

>4:9A<S.

#D98CB?B:9A<S B 6ODB6A9AABEF<, C4D4??9?PABEF< < C9DC9A8<>G?SDAB­

EF< D4;?<KAOI K4EF9= 8B>G@9AF4, A4CD<@9D, <;B5D4:9A<= ?<A<= D4;7D4H><

<?< EFDB> F9>EF4 K4EFB <ECB?P;G9FES 6 4?7BD<F@4I BCF<K9E>B7B D4ECB;A464A<S

F9>EF4 [6; 199]. &4>B7B DB84 E6B=EF64 ECD4698?<6O 8?S <EIB8AOI 8B>G@9AFB6

< 6OCB?ASRFES 8?S 7B@BF9F<KAOI <EIB8AB@G 8B>G@9AFG <;B5D4:9A<=, CB?G­

K49@OI CD< E>4A<DB64A<<. "K96<8AB, KFB CD< EN9@>9 >4@9DB= G7?O < <I

BFABL9A<S, 4 F4>:9 CDBCBDJ<< B5N9>FB6 <;@9ASRFES 6 ;46<E<@BEF< BF D4­

>GDE4 EN9@><. 1FB CD<6B8<F > FB@G, KFB >?4EE<K9E><9 4?7BD<F@O A9 @B7GF

CD<@9ASFPES A4CDS@GR, 4 FD95GRF CD9864D<F9?PAB= CDB9>F<6AB= ABD@4?<;4­

J<< <;B5D4:9A<S.

#DB9>F<6A4S ABD@4?<;4J<S BEAB64A4 A4 FB@, KFB EN9@>4 >4@9DB= IBDBLB

@B89?<DG9FES CD9B5D4;B64A<9@ J9AFD4?PAB= CDB9>J<<.  4FD<JG CD9B5D4;B64­

A<S C?BE>BEF< BD<7<A4?PAB7B 8B>G@9AF4 A4 C?BE>BEFP <;B5D4:9A<S @B:AB

?97>B 6BEEF4AB6<FP <EIB8S <; ;A4A<S FBKAB7B EBBF69FEF6<S @9:8G 8B>G@9AFB@
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< 97B <;B5D4:9A<9@ 6E97B CB 4-@ FBK>4@. � <; 7B@B?B7<<, CD< GE?B6<< KFB A4=­

89AAO9 FBK>< EBEF46?SRF CDS@BG7B?PA<>, EF4AB6<FES 6B;@B:AO@ BCD989?<FP

BFABL9A<9 EFBDBA BD<7<A4?PAB7B 8B>G@9AF4. � 5B?PL<AEF69 E?GK496 D9L49FES

;484K4 BCD989?9A<S CB?B:9A<S 8B>G@9AF4 A4 <;B5D4:9A<<, 4 6 >4K9EF69 BEB5OI

FBK9> 6O5<D4RFES G7?O 8B>G@9AF4 – F4><@ B5D4;B@ B8AB6D9@9AAB A4IB8SFES C4­

D4@9FDO CDB9>F<6AB= ABD@4?<;4J<< < 7D4A<JO 8B>G@9AF4, 6 >BFBDOI 99 AG:AB

CDB6B8<FP.

� E>4A9D9 H<>E<DB64AO 6;4<@AB9 D4ECB?B:9A<9 8B>G@9AF4 < D97<EFD<­

DGRM9= CB8E<EF9@O, CBQFB@G <;69EF9A >BQHH<J<9AF CB8B5<S, 4 D4;D9L9A<9

6OIB8AB7B <;B5D4:9A<S 849F 6B;@B:ABEFP 6OK<E?<FP FBKAO9 D4;@9DO 8?S D4;­

?<KAOI Q?9@9AFB6 <;B5D4:9A<S. #D< EN9@>9 >4@9DB= >BQHH<J<9AF CB8B5<S E

<EIB8AO@ 8B>G@9AFB@ A9<;69EF9A, CBE>B?P>G BCD989?S9FES BCF<K9E>B= EI9@B=

< 6;4<@AO@ D4ECB?B:9A<9@ >4@9DO < 8B>G@9AF4.

� ;46<E<@BEF< BF I4D4>F9D<EF<> B5N9>F<64 < CB?B:9A<S 8B>G@9AF4 BFAB­

E<F9?PAB C?BE>BEF< A46B8>< A4 D9;>BEFP K4EFP <?< 6E9 <;B5D4:9A<9 8B>G@9AF4

@B:9F 5OFP «D4;@OFB» (E@. D<EGAB> 2.6, E?964). #B86<:ABEFP E4@B7B 8B>G@9A­

F4 <?< >4@9DO, BEB59AAB 6 GE?B6<SI A98BEF4FBKAB= BE69M9AABEF<, CD<6B8<F >

GIG8L9A<R >4K9EF64 <;B5D4:9A<S – CBS6?S9FES «E@4;O64A<9» (E@. D<EGAB> 2.6,

ECD464) <;-;4 E@9M9A<S B5N9>F4 6B 6D9@S Q>ECB;<J<<. % FBK>< ;D9A<S «A9CB­

86<:ABEF<» >4@9DO < 8B>G@9AF4 6B;@B:AO E?98GRM<9 64D<4AFO:

– GEFDB=EF6B < 8B>G@9AF A9CB86<:AO (A4CD<@9D, 8B>G@9AF >?489FES A4

EFB?, A48 >BFBDO@ :9EF>B ;4H<>E<DB64AB D97<EFD<DGRM99 GEFDB=EF6B);

– GEFDB=EF6B 6 DG>4I, 8B>G@9AF A9CB86<:9A (A4CD<@9D, 8B>G@9AF ?9­

:<F A4 EFB?9 <?< ;4>D9C?9A A4 EF9A9, EN9@>4 CDB<;6B8<FES @B5<?PAO=

GEFDB=EF6B@ «E DG>»);

– GEFDB=EF6B A9CB86<:AB ;4>D9C?9AB, 8B>G@9AF 6 DG>4I;

– GEFDB=EF6B < 8B>G@9AF CB86<:AO.

$<EGAB> 2.6 — #D<@9DO 89HB>GE<DB64AAOI E<@6B?B6 (E?964) < QHH9>F4 «E@4­

;O64A<S» <;-;4 E@9M9A<S B5N9>F4 (ECD464).

�4> B5N9>F H<;<K9E>B7B @<D4 <EIB8AO= 8B>G@9AF CB869D:9A @9I4A<­

K9E><@ 89HBD@4J<S@. �?S B59EC9K9A<S 97B «C?BE>BEF<» CD< E>4A<DB64A<<
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<ECB?P;GRFES CD<:<@A4S >DOL>4 <?< DB?<><. #D< EN9@>9 >4@9DB= B59EC9K<FP

BFEGFEF6<9 89HBD@4J<= F4>B7B DB84 E?B:A99 <?< CDBEFB A96B;@B:AB. !4 <;B5­

D4:9A<< 89HBD@<DB64AAB7B 8B>G@9AF4 EFDB>< «<;7<54RFES» (E@. D<EGAB> 2.7).

$<EGAB> 2.7 — $4;?<KAO9 64D<4AFO <;B5D4:9A<S 89HBD@<DB64A<S 8B>G@9AFB6.

 9I4A<K9E>4S 89HBD@4J<S <EIB8AB7B 8B>G@9AF4 >B@5<A<DG9FES E CDB9>­

F<6AO@ <E>4:9A<9@ <;B5D4:9A<S. �ODB6A9AAO9 6 C4D4??9?PAO9 EFDB>< A4

<EIB8AB@ 8B>G@9AF9 E<@6B?O A4 <;B5D4:9A<< 84:9 CBE?9 CDB9>F<6AB= ABD­

@4?<;4J<< A9 <@9RF 54;B6OI ?<A<=. �B?99 FB7B, <E>4:9A<R CB869D74RFES A9

FB?P>B E4@< EFDB><, AB < <;B5D4:9A<S BF89?PAOI E<@6B?B6. &B 9EFP 84:9 CBE?9

CD46<?PAB= CDB9>F<6AB= ABD@4?<;4J<< <;B5D4:9A<9 E<@6B?4 <; 89HBD@<DB­

64AAB= A4 <EIB8AB@ 8B>G@9AF9 B5?4EF< 5G89F BF?<K4FPES BF <;B5D4:9A<S QFB7B

:9 E<@6B?4 <; A989HBD@<DB64AAB= B5?4EF< (E@. D<EGAB> 2.8).

$<EGAB> 2.8 — #D<@9D <E>4:9A<S <;B5D4:9A<S BF89?PAB7B E<@6B?4 CD< @9I4­

A<K9E>B= 89HBD@4J<< <EIB8AB7B 8B>G@9AF4 (E?964 A4CD46B: BFE>4A<DB64AAO=

E<@6B?, E<@6B? CD< E?45B@ <;7<59, E<@6B? CD< E<?PAB@ <;7<59).

� E<?G G>4;4AAOI 6OL9 BEB59AABEF9= HBD@<DB64A<S <;B5D4:9A<S CD<

E>4A<DB64A<<, 9E?< ;BA4 8B>G@9AF4 ;4A<@49F A9 6E9 <;B5D4:9A<9, FB ?<5B >D4S

8B>G@9AF4 ?97>B 89F9>F<DGRFES, ?<5B ;4CB?A9A<9 <;B5D4:9A<S 6A9 ;BAO 8B­

>G@9AF4 A9 B>4;O649F 6?<SA<S A4 4?7BD<F@O D4ECB;A464A<S. #D< EN9@>9 A4
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>4@9DG BD<9AF<DB64AAO= A9<;69EFAO@ B5D4;B@ 6 CDBEFD4AEF69 8B>G@9AF D4E­

CB?B:9A A4 HBA9 CDB<;6B?PAOI B5N9>FB6 < @B:9F 5OFP BE69M9A D4;?<KAO@

K<E?B@ <EFBKA<>B6 BE69M9A<S E A9<;69EFAO@< 79B@9FD<K9E><@<, J69FB6O@<

< SD>BEFAO@< I4D4>F9D<EF<>4@<. #D< QFB@ BD<7<A4?PAO= 8B>G@9AF 6 B5M9@

E?GK49 A9 B5S;4A <@9FP EFDB7B CDS@BG7B?PAGR HBD@G – BA @B:9F <@9FP E>DG7­

?9AAO9, ;47AGFO9 <?< B5D9;4AAO9 G7?O, 89H9>FO CDS@OI >D496 < 89HBD@4J<<

6 C?BE>BEF< 8B>G@9AF4. %J9A4, 6 >BFBDB= CDB<EIB8<F EN9@>4, @B:9F EB89D:4FP

6 E959 @AB:9EF6B CD<@<F<6B6, A9 BF?<K<@OI BF 7D4A<J 8B>G@9AF4, < 5OFP CBIB­

:9= CB J69FG <?< F9>EFGD9 A4 ;4CB?A9A<9 8B>G@9AF4 (E@. D<EGAB> 2.9). � F4><I

GE?B6<SI A4IB:89A<9 ;BAO 8B>G@9AF4 < 6O89?9A<9 F9>EFB6OI EFDB> E4@B CB

E959 EF4AB6<FES 8B6B?PAB E?B:AB= ;484K9=.

$<EGAB> 2.9 — $4;?<KAO9 64D<4AFO BD74A<;4J<< EJ9AO E FBK>< ;D9A<S HBA4.

%I9@4 BE69M9A<S 8B>G@9AF4 6 E>4A9D4I @<A<@<;<DG9F CBS6?9A<9 F9A9= <

5?<>B6 84:9 8?S «7?SAJ96OI» EFD4A<J 8B>G@9AFB6. #D< EN9@>9 >4@9DB= 6 9EF9­

EF69AAOI EJ9A4I A4 <;B5D4:9A<SI K4EFB 6B;A<>4RF C9D9C48O SD>BEF< (F9A<,

BFD4:9A<S < F.8.) < J69FB6O9 <E>4:9A<S, >BFBDO9 GE?B:ASRF ;484K< 4A4?<;4

<;B5D4:9A<= < D4ECB;A464A<S, A4CD<@9D, ;4 EK9F CBF9D< EGM9EF6GRM<I <?<

CBS6?9A<S H4?PL<6OI 7D4A<J B5N9>FB6 (E@. D<EGAB> 2.10).

$<EGAB> 2.10 — �;B5D4:9A<S 8B>G@9AFB6 CD< A4?<K<< ;4F9A9A<S < C9D9C484

J69FB6.
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�BCB?A<F9?PAB Q?9@9AFO ;4M<FO [200] 8B>G@9AF4 K4EFB EB89D:4F B5?4­

EF< E «7B?B7D4H<K9E><@<» Q?9@9AF4@< (E@. D<EGAB> 2.11 6 J9AFD9 < ECD464),

>BFBDO9 F4>:9 <E>4:4RF <;B5D4:9A<9.

$<EGAB> 2.11 — (D47@9AFO ;BA 8B>G@9AF4 E 5?<>B@ BF CDBFS:9AAB7B <EFBKA<>4

E69F4 (?4@C4 8A96AB7B E69F4, E?964), < E 7B?B7D4H<K9E>B= ;4M<FB= (6 J9AFD9 <

ECD464).

%FB<F BF@9F<FP, KFB H<;<K9E><= CDBJ9EE HBD@<DB64A<S <;B5D4:9A<S 8B­

>G@9AF4 8?S @4?BD4;@9DAB= J<HDB6B= 6<89B>4@9DO 4A4?B7<K9A HBD@<DB64A<R

HBFB<;B5D4:9A<S. !9B5IB8<@B9 8?S BCF<K9E>B7B D4ECB;A464A<S D4;D9L9A<9

<;B5D4:9A<S @B:AB EK<F4FP 6OEB><@ E FBK>< ;D9A<S F9IAB?B7<= 6<89BEN9@><,

KFB CD<6B8<F > A9B5IB8<@BEF< C9D984K< 5B?PLB7B CBFB>4 <AHBD@4J<<. #B­

E?98A99 D9L49FES <ECB?P;B64A<9@ 4CC4D4FAOI < CDB7D4@@AOI ED98EF6 E:4F<S

CBFB>4 >48DB6 [196]. &4><@ B5D4;B@, CD< <ECB?P;B64A<< 6 ;484K9 BCF<K9E>B7B

D4ECB;A464A<S <;B5D4:9A<S 8B>G@9AF4 6 >4K9EF69 <EFBKA<>4 E4@B7B <;B5D4­

:9A<S 6<89B>4@9DO A9B5IB8<@B GK<FO64FP 9M9 5B?99 A<;>B9, CB ED46A9A<R

E <ECB?P;B64A<9@ E>4A9D4 <?< HBFBGEFDB=EF64, D4;D9L9A<9 BF89?PAB7B >48D4.

#D< QFB@ >4:8O= BF89?PAO= >48D <;B5D4:9A<S CB869D749FES GC4>B6>9/D4E­

C4>B6>9 < @B:9F EB89D:4FP 4DF9H4>FO <ECB?P;B64A<S 4?7BD<F@B6 E:4F<S

E CBF9DS@<. "8AB6D9@9AAB E QF<@ <ECB?P;B64A<9 6<89BCBFB>4 CB;6B?9F <E­

CB?P;B64FP 8?S D4ECB;A464A<S CBE?98B64F9?PABEFP <;B5D4:9A<=, A4 >BFBDOI

8B>G@9AF @B:9F D4ECB?474FPES CB8 D4;AO@< G7?4@<, 6 D4;AOI GE?B6<SI BE69­

M9A<S < CD< D4;AOI GE?B6<SI HB>GE<DB6><. 1F<@ 6BCDBE4@ 5G89F G89?9AB

BF89?PAB9 6A<@4A<9 6 �?469 3.

$4EE@BFD<@ BEAB6AO9 ;484K<, >BFBDO9 8B?:AO 5OFP D9L9AO 8?S CB­

?GK9A<S 6OEB>B7B >4K9EF64 D9;G?PF4FB6 D4ECB;A464A<S CD< EB;84A<< E<EF9@

BCF<K9E>B7B 66B84 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, E <ECB?P;B64A<9@

EF4J<BA4DAOI < @B5<?PAOI @4?BD4;@9DAOI J<HDB6OI 6<89B >4@9D 6 >4K9EF69

<EFBKA<>4 <;B5D4:9A<S.

� C9D6GR BK9D98P 8?S J9?96OI 8B>G@9AFB6 A9B5IB8<@B CBEFDB<FP @B89?P

@9I4A<K9E><I 89HBD@4J<< <EIB8AOI 8B>G@9AFB6, CDB69EF< 4A4?<; 6?<SA<S F4­
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><I 89HBD@4J<= A4 D4ECB;A464A<9 < 6O5<D4FP A9>BFBDO9 GDB6A< «IBDBL<I»,

«8BCGEF<@OI» < «A9CD<9@?9@OI» 89HBD@4J<=. �E?< 8B>G@9AFO <ECB?ASRFES

A4 C?BFAB@ C?4EF<>9, FB EFD4A<JO CD4>F<K9E>< A9 89HBD@<DGRFES, CBQFB@G

6B;@B:AO@< @4?O@< <;7<54@< @B:AB CDBEFB CD9A95D9KP. �OCB?A9AAO9 A4 5G­

@479 8B>G@9AFO CB869D:9AO «<;7<54@» < «E>DGK<64A<R» (K4M9 6E97B 68B?P

<?< CBC9D9> BEAB6AB7B A4CD46?9A<S KF9A<S), CD<K9@ <AB784 6B;A<>4RF «6B?­

AO», >B784 <;7<5O D4;ABA4CD46?9AAO 6 D4;AOI @9EF4I EFD4A<JO. "F89?PAO=

64:AO= < 8B6B?PAB E?B:AO= E?GK4= 6B;A<>49F CD< D4ECB;A464A<< D4;6BDBF4

8B>G@9AF4, >B784 @9:8G 86G@S EFD4A<J4@< 9EFP 9EF9EF69AAO= E7<5, 4 E4@< EFD4­

A<JO @B7GF 5OFP CB-D4;AB@G BD<9AF<DB64AO 6 CDBEFD4AEF69.

$4;?<KAO9 64D<4AFO BD74A<;4J<< EJ9AO < CDBJ9EE4 EN9@>< BK9AP EG­

M9EF69AAB 6?<SRF A4 >4K9EF6B <;B5D4:9A<=, CBQFB@G B5S;4F9?PAO@ QF4CB@

S6?S9FES 4A4?<; CDBJ9EE4 EN9@><. #B D9;G?PF4F4@ F4>B7B 4A4?<;4 BCD989?S­

RFES < HBD@4?<;GRFES 7D4A<JO CD<@9A<@BEF< D4;D454FO649@B= F9IAB?B7<<.

�D<F<K9E><@< CGA>F4@< S6?SRFES:

– A4?<K<9 < EF9C9AP 6?<SA<S A4 <;B5D4:9A<9 BEB59AABEF9= BCF<K9E>B= E<­

EF9@O < D97<EFD<DGRM9= CB8E<EF9@ (A4CD<@9D, 8<EFBDE<S, D4;?<KAO9

LG@O, E:4F<9 <;B5D4:9A<= < F.8.);

– D4ECB?B:9A<9 < >D9C?9A<9 8B>G@9AF4, >4@9DO < <EFBKA<>B6 BE69M9A<S

(6 FB@ K<E?9 8BCGEF<@O9 8<4C4;BAO G7?B6 BF>?BA9A<= 8B>G@9AF4 BF

C?BE>BEF< HB>GE<DB6><, 8<4C4;BA D4EEFBSA<= BF >4@9DO 8B 8B>G@9AF4,

E>BDBEFP <;@9A9A<S D4;?<KAOI I4D4>F9D<EF<>);

– EF9C9AP >BAFDB?<DG9@BEF< HBA4 < BE69M9A<S.

#B@<@B B5M<I 6BCDBEB6 :9?4F9?PAB <EE?98B64FP BEB59AABEF< >BA>D9FAOI

@B89?9= >4@9D, A4CD<@9D >4K9EF6B < E>BDBEFP 46FBHB>GE<DB6><, J69FBC9D984­

KG < F.8.
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2.4 "EB59AABEF< E<EF9@ D4ECB;A464A<S <;B5D4:9A<= 8B>G@9AFB6,

CB?GK9AAOI E HBFB < 6<89B GEFDB=EF6

2.4.1 %?B:ABEF< D4ECB;A464A<S <;B5D4:9A<=

)BFS <;A4K4?PAB BEAB6AO@< ECBEB54@< 66B84 5O?< C?4AL9FAO9 < EC9J<­

4?<;<DB64AAO9 E>4A9DO, D4ECB;A464A<9 8B>G@9AFB6 E CB@BMPR >4@9D EF4?B

BEB59AAB 4>FG4?PAB 6 F9K9A<9 CBE?98A<I 10 ?9F 5?47B84DS L<DB>B@G D4ECDB­

EFD4A9A<R CBDF4F<6AOI >4@9D < @B5<?PAOI GEFDB=EF6, A4CD<@9D, E@4DFHBAB6.

� CD98O8GM<I D4;89?4I @O B5EG8<?< BEB59AABEF< CB?GK9A<S <;B5D4:9­

A<= E HBFB>4@9D < >4@9D @B5<?PAOI F9?9HBAB6. C?B:ABEF< CD< B5D45BF>9

HBFB7D4H<= CB ED46A9A<R EB E>4A4@< 8B6B?PAB @AB7BK<E?9AO. �B-C9D6OI, HBA

6 E?GK49 E>4A<DB64AAB7B <;B5D4:9A<S, >4> CD46<?B, B8ABDB89A, 6 FB 6D9@S >4>

HBFB7D4H<S 8B>G@9AF4 @B:9F 5OFP E89?4A4 A4 CDB<;6B?PAB@ HBA9 (E@. D<EGAB>

2.12). $4;ABDB8AO= < A9>BAFDB?<DG9@O= HBA @B:9F B>4;4FPES CD9CSFEF6<9@

8?S FBKAB7B 89F9>F<DB64A<S < ?B>4?<;4J<< 8B>G@9AF4, BEB59AAB 9E?< HBA EB

EFDG>FGDAB= FBK>< ;D9A<S E?<L>B@ E?B:9A, <@99F @AB7B 6OEB>B>BAFD4EFAOI

?<A<= <?< ?B>4?PAOI B5?4EF9= <?< EB89D:<F F9>EF, >BFBDO= <ECB?P;G9@O= 4?­

7BD<F@ D4ECB;A464A<S @B:9F ?B:AB «CD<;A4FP» ;4 K4EFP 8B>G@9AF4. �FBD4S

EGM9EF69AA4S FDG8ABEFP D4ECB;A464A<S HBFB7D4H<= – QFB A9>BAFDB?<DG9@O9

GE?B6<S BE69M9A<S. �;B5D4:9A<S, CB?GK9AAO9 EB E>4A9DB6, 6E9784 D46AB@9D­

AB BE69M9AO, 6 FB 6D9@S >4> HBFB7D4H<S @B:9F 5OFP CB?GK9A4 CD< E?45B@ <

A9D46AB@9DAB@ BE69M9A<<, 5OFP C9D9- <?< A98BQ>ECB;<DB64AAB= (6OCB?A9AAB=

E A98BEF4FBKAB= Q>ECB;<J<9=). !9D46AB@9DAB9 BE69M9A<9 EB;849F CDB5?9@O 8?S

89F9>F<DB64A<S < ?B>4?<;4J<< 8B>G@9AF4 A4 HBFB7D4H<<, 4 F4>:9 8?S 4A4?<­

;4 EFDG>FGDO 8B>G@9AF4, D4ECB;A464A<S F9>EF4 < 8DG7<I >B@CBA9AFB6. �DB@9

FB7B, E9DP9;AB= CDB5?9@B= S6?S9FES D4EHB>GE<DB6>4 <?< A4?<K<9 D4;@OF<S.

!B E4@O@ 64:AO@ D4;?<K<9@ @9:8G <;B5D4:9A<S@<, CB?GK9AAO@< E

CB@BMPR E>4A9DB6 < >4@9D, S6?S9FES 79B@9FD<K9E>B9 CB?B:9A<9 8B>G@9AF4

A4 <;B5D4:9A<<. !4 <;B5D4:9A<<, >BFBDB9 CB?GK9AB E CB@BMPR 695->4@9DO

<?< >4@9DO @B5<?PAB7B GEFDB=EF64, 8B>G@9AF @B:9F 5OFP CB69DAGF A4 6E9

FD< G7?4 1=?9D4 CB BFABL9A<R > BCF<K9E>B= E<EF9@9 >4@9DO. �E?< >4@9D4

D4EE@4FD<649FES 6 D4@>4I @B89?< >4@9DO-B5E>GDO, FB E9@9=EF6B 6B;@B:AOI
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$<EGAB> 2.12 — #D<@9DO HBFB7D4H<= G8BEFB69D9A<= ?<KABEF<, E89?4AAOI E

CB@BMPR E@4DFHBA4.

79B@9FD<K9E><I CD9B5D4;B64A<= 8B>G@9AF4 F9C9DP S6?S9FES CB8@AB:9EF6B@

CDB9>F<6AOI, KFB, >4> 5O?B CB>4;4AB D4A99, ;A4K<F9?PAB GE?B:AS9F ;484KG

CD9864D<F9?PAB= ?B>4?<;4J<< 8B>G@9AF4. �B?99 FB7B, A4 B8AB@ <;B5D4:9A<<

6B;@B:AB A9E>B?P>B CDB9>F<6AOI CD9B5D4;B64A<= 8?S D4;AOI K4EF9= 8B>G@9A­

F4, >4> 6 E?GK49 ;4I64F4 B59<I EFD4A<J E5DBLRDB64AAB7B 8B>G@9AF4, A4CD<@9D,

C4ECBDF4 (E@. D<EGAB> 2.13a). #BE>B?P>G C4D4@9FDO B5N9>F<64 >4@9DO @B7GF

5OFP A9<;69EFAO, <;B5D4:9A<S 8B>G@9AFB6 F4>:9 @B7GF 5OFP CB869D:9AO D4­

8<4?PAO@ <E>4:9A<S@. !4>BA9J, 9E?< E4@ 8B>G@9AF A9 S6?S9FES :9EF><@, BA

@B:9F 5OFP CB869D:9A H<;<K9E>B= 89HBD@4J<<, A4CD<@9D, 6B;@B:9A <;7<5 5G­

@4:AOI EFD4A<J C4ECBDF4 (E@. D<EGAB> 2.13b).

#B@<@B HBFB7D4H<=, <ECB?P;B64A<9 695->4@9D < @B5<?PAOI GEFDB=EF6

8?S CB?GK9A<S <;B5D4:9A<= 8B>G@9AFB6 CD<69?B > CBS6?9A<R 8DG7B7B 6<84

6IB8AOI 84AAOI — CBE?98B64F9?PABEF< 6<89B>48DB6 6@9EFB B8AB= HBFB7D4H<<.

�ECB?P;B64A<9 6<89BCBE?98B64F9?PABEF< 6@9EFB HBFB7D4H<< CB;6B?S9F ?GKL9

>BAFDB?<DB64FP CDBJ9EE D4ECB;A464A<S 8B>G@9AFB6, 4 F4>:9 89?49F 6IB8AO9

84AAO9 @9A99 CB869D:9AAO@< CB889?>9, CBE>B?P>G 6<89B E?B:A99 CB889?4FP

CB ED46A9A<R E 98<A<KAO@ ;47DG:49@O@ <;B5D4:9A<9@.

% FBK>< ;D9A<S D4ECB;A464A<S < 4A4?<;4 8B>G@9AFB6, <ECB?P;B64A<9

A9E>B?P><I 6IB8AOI <;B5D4:9A<= B8AB7B < FB7B :9 B5N9>F4 849F 8BCB?A<F9?P­

AO9 CD9<@GM9EF64: B>4;O649FES 6B;@B:AO@ CD<@9ASFP @9FB8O H<?PFD4J<<

< GFBKA9A<S 8?S CB6OL9A<S FBKABEF< B5A4DG:9A<S < ?B>4?<;4J<< B5N9>F4,
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$<EGAB> 2.13 — #D<@9DO HBFB7D4H<= 6AGFD9AA97B DBEE<=E>B7B C4ECBDF4: a)

>A<:AO= D4;6BDBF, b) <;B7AGF4S EFD4A<J4.

<ECB?P;B64FP F4> A4;O649@O9 @9FB8O «E69DID4;D9L9A<S» 8?S CB?GK9A<S <;B5­

D4:9A<= 5B?99 6OEB>B7B >4K9EF64, 4 F4>:9 G?GKL<FP D9;G?PF4FO D4ECB;A464A<S

F9>EF4 CGF9@ A4>BC?9A<S CB>48DB6OI D9;G?PF4FB6 D4ECB;A464A<S < <I <AF9­

7D4J<< 6 B8<A A4<5B?99 8BEFB69DAO=. !4 D<EGA>9 2.14 CD98EF46?9AO CD<@9DO

6<89B>48DB6, EASFOI 8?S 8B>G@9AF4, G8BEFB69DSRM97B ?<KABEFP.

$<EGAB> 2.14 — #D<@9DO 6<89B>48DB6 CB?GK9AAOI 8?S G8BEFB69D9A<S ?<KAB­

EF<, 789 EJ9A4 <;@9AS9FES BF >48D4 > >48DG.
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� EB6D9@9AAB@ @<D9 CD4>F<K9E>< <AF9D9EAO B>4;O64RFES FB?P>B F4><9 E<­

EF9@O D4ECB;A464A<S G8BEFB69DSRM<I 8B>G@9AFB6, >BFBDO9 CB?GK4RF A4 6IB8

D4;?<KAO9 CB E6B9= CD<DB89 84AAO9.

2.4.2 "J9A>4 >4K9EF64 <;B5D4:9A<S

 O 6<89?<, KFB 6IB8AO9 <;B5D4:9A<S E<EF9@ BCF<K9E>B7B D4ECB;A464A<S

@B7GF CB869D74FPES 5B?PLB@G >B?<K9EF6G D4;?<KAOI <E>4:9A<=, BEB59AAB 6

A9>BAFDB?<DG9@OI <?< 9EF9EF69AAOI GE?B6<SI EN9@><: 89HB>GE<DB6>4, E@4;,

J<HDB6B= LG@, D4;?48>4 D97<EFD4FBD4, 4DF9H4>FO E:4F<S, 5?<><, CDB9>F<6­

AO9 <E>4:9A<S, CB6D9:89A<S B5N9>F4 B5D45BF>< < F.8. #DB5?9@4 ;4>?RK49FES

6 FB@, KFB CD< <E>4:9AAOI 6IB8AOI 84AAOI CB6989A<9 E<EF9@ D4ECB;A464A<S

A9 6E9784 CD98E>4;G9@B, <;-;4 K97B A96B;@B:AB >BDD9>FAB9 CD<@9A9A<9 @9FB8B6

BCD989?9A<S 8BEFB69DABEF< D9;G?PF4FB6 D4ECB;A464A<S. %?98B64F9?PAB, 8?S CB­

EFDB9A<S E<EF9@ D4ECB;A464A<S ;484AAB= A489:ABEF< A9B5IB8<@4 D4;D45BF>4

@9FB8B6 >BAFDB?S >4K9EF64 6IB8AOI <;B5D4:9A<=.

�6989@ BCD989?9A<S BJ9A>< >4K9EF64 <;B5D4:9A<=, A9B5IB8<@O9 8?S CB­

EFDB9A<S @B89?< <I 6A98D9A<S 6 E<EF9@O D4ECB;A464A<S. "5N9>F<6AO9 @9FB8O

BJ9A>< >4K9EF64 <;B5D4:9A<= @B7GF 5OFP >?4EE<H<J<DB64AO CB 8BEFGCABEF<

<EIB8AB7B <;B5D4:9A<S. �DB@9 QFB7B, D9;G?PF4FB@ @9FB84 @B:9F S6?SFPES >4>

E>4?SDA4S BJ9A>4, F4> < <;B5D4:9A<9 <?< 8DG7B= B5N9>F, ;484RM<= CB?B:9A<9

< EF9C9AP CDBS6?9A<S D4;?<KAOI <E>4:9A<=.

"5B;A4K<@ ;4 I @AB:9EF6B 6IB8AOI <;B5D4:9A<= 8?S D4EE@4FD<649@B­

7B @9FB84 BJ9A>< Q, 4 ;4 D – @AB:9EF6B 6OIB8AOI BJ9AB> >4K9EF64. #GEFP

<@99FES <;B5D4:9A<9 I ∈ I. "5N9>F<6AB= HGA>J<9= BJ9A>< >4K9EF64 6 E?G­

K49 BFEGFEF6<< <AHBD@4J<< B5 <EIB8AB@ <;B5D4:9A<< A4;B69@ HGA>J<R QNR,

CD<A<@4RMGR B8<ABKAB9 6IB8AB9 <;B5D4:9A<9:

QNR : I → D. (2.1)

#D< A4?<K<< <EIB8AB7B (A9 CB869D749@B7B <E>4:9A<R) <;B5D4:9A<S

I∗ ∈ I, EBBF69FEF6GRM<= @9FB8 BJ9A>< QFR 6O7?S8<F, >4>:

QFR : I × I → D. (2.2)
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� BF89?PAOI E?GK4SI 8BEFGCA4 ?<LP K4EFP <AHBD@4J<< B5 <EIB8AB@

<;B5D4:9A<<, ECBEB5EF6GRM4S BJ9A>9 EF9C9A< 97B <E>4:9A<S. "5B;A4K<6 ;4 P

@AB:9EF6B G>4;4AAB= 6ECB@B74F9?PAB= <AHBD@4J<<, CB?GK49@ 6<8 @9FB84 QPR

E K4EF<KAB= <AHBD@4J<9= B5 <EIB8AB@ <;B5D4:9A<<:

QPR : I × P → D. (2.3)

$4EE@BFD<@ CB8DB5A99 @AB:9EF6B D 6OIB8B6 @9FB8B6. � E4@B@ D4ECDB­

EFD4A9AAB@ 8?S B5M9= BJ9A>< >4K9EF64 E?GK49 D = DR CD98EF46?S9F EB5B=

@AB:9EF6B E>4?SDAOI 89=EF6<F9?PAOI K<E9? R E B7D4A<K9A<9@ A4[0,1], 789 1

B;A4K49F BFEGFEF6<9 CB6D9:89A<=, 4 0 – A4?<K<9 E9DP9;AOI CB@9I A4 <;B5D4­

:9A<<:

Q (I) = D ∈ DR. (2.4)

"8A4>B 6 >BAF9>EF9 CD<@9A9A<S 6 E<EF9@4I D4ECB;A464A<S 64:AB ;A4FP CB­

?B:9A<9 6 CDBEFD4AEF69 < EF9C9AP CDBS6?9A<S EBBF69FEF6GRM<I <E>4:9A<= A4

6IB8AB@ <;B5D4:9A<<. �4AAO= QHH9>F @B:AB CB?GK<FP CDS@O@ D4EL<D9A<9@

D 8B @AB:9EF64 6OIB8AOI <;B5D4:9A<=. 1F< <;B5D4:9A<S @B7GF CD98EF46?SFP

EB5B= 5<A4DAO9 @4E><, ;48464S FB?P>B CB?B:9A<9 <E>4:9A<S 6 CDBEFD4AEF69:

Q (I) = D ∈ DB, D = {dx,y ∈ {0,1}|x,y : Ix,y ∈ I } , (2.5)

<?< >4DFO 69M9EF69AAOI K<E9?, BJ9A<64RM<9 EF9C9AP CDBS6?9A<S <E>4:9A<=

6 >4:8B= FBK>9 Ix,y, <EIB8AB7B <;B5D4:9A<S:

Q (I) = D ∈ DI , D =
{

dx,y ∈ R[0,1]|x,y : Ix,y ∈ I
}

. (2.6)

�?S A9>BFBDOI 6<8B6 <E>4:9A<= <AHBD@4J<S B 897D484J<< 6 >4:8B= FBK­

>9 <EIB8AB7B <;B5D4:9A<S @B:9F 5OFP <;5OFBKAB= < A9G8B5AB= 8?S 84?PA9=L9=

B5D45BF><, CBQFB@G 66989@ 8BCB?A<F9?PAO9 F<CO 6B;6D4M49@OI ;A4K9A<= @9­

FB8B6 BJ9A>< >4K9EF64, F4><9, >4> >B@CBA9AFO E6S;ABEF< 8?S E?GK4S 5<A4DAOI

@4EB> EB EF9C9APR CB6D9:89A<S q ∈ DR 6 84AAB= >B@CBA9AF9:

Q (I) = D ∈ DC ,D = {(qi,Ci)} ,Ci = {(x,y) |x,y : Ix,y ∈ I} ,Ci ∩ Cj = ∅, (2.7)

<?< B>4=@?SRM<9 CDS@BG7B?PA<>< CB6D9:89AAOI B5?4EF9=, ;484AAO9 >BBD8<­

A4F4@< (x,y) 69DIA9= ?96B= FBK><, L<D<AB= < 6OEBFB= (w,h):

Q (I) = D ∈ DO,D = {(qi, 〈xi,yi,wi,hi〉)} . (2.8)
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� 84?PA9=L9@ CB8 @AB:9EF6B@ 5G89F CB8D4;G@964FPES B8AB <; 6OL9C9­

D9K<E?9AAOI @AB:9EF6:

D ∈ {DR,DB,DI ,DC ,DO} , (2.9)

6 ;46<E<@BEF< BF >BA>D9FAB7B CD<?B:9A<S ;484RM<I <AHBD@4J<R B5 <E>4:9­

A<SI.

"C<L9@ CDBJ9EE 6EFD4<64A<S @B8G?9= BJ9A>< >4K9EF64 <;B5D4:9A<=

6 E<EF9@G. $4EE@BFD<@ E<EF9@G D4ECB;A464A<S B5M97B 6<84, EBEFBSMGR <;

A9E>B?P><I @B8G?9=. "7D4A<K<@ES @B8G?9@ Si < F9@< 6OIB84@< ri,j , >B@CB­

A9AFO vi,j >BFBDOI EB89D:4F 84AAO9 <; @AB:9EF64 <;B5D4:9A<=, F.9. , vi,j ∈ I.

#GEFP Qi,j – @B8G?P BJ9A>< >4K9EF64 <;B5D4:9A<= 8?S i,j-7B 6OIB84 CB8­

E<EF9@O Si, CD<A<@4RM<= A4 6IB8 ri,j. �4AAO= @B8G?P D94?<;G9F B8AG <;

BC<E4AAOI 6 CD98O8GM9@ D4;89?9 HGA>J<= Q (I) < 6B;6D4M49F BJ9A>< >4K9EF64

qi,j ∈ Di,j, >BFBDO9, >4> 5O?B B5B;A4K9AB D4A99, S6?SRFES CDBEFD4AEF69AAO@

D4ECD989?9A<9@ BJ9AB> >4K9EF64 8?S CBEFGC<6L97B <;B5D4:9A<S vi,j.

�6989@ @B8G?P >BDD9>J<< < CD<ASF<S D9L9A<= B 84?PA9=L9= B5D45BF>9

ψi,j, CD<A<@4RM<= A4 6IB8 >4> BJ9A>< >4K9EF64 qi,j, F4> < D9;G?PF4F ri,j. �4AAO=

@B8G?P 6B;6D4M49F @B8<H<J<DB64AAO9 D9;G?PF4FO r∗i,j. �4:AB= BEB59AABEFPR

ψi,j S6?S9FES 6B;@B:ABEFP 6O84K< BF>4;4 6 84?PA9=L9= B5D45BF>9, >B784 CB6D9­

:89A<9 CB>DO649F 5B?PLGR K4EFP <;B5D4:9A<S vi,j, < C9D984K< EBB5M9A<S B5

QFB@ DB8<F9?PE>B= CB8E<EF9@9 Si CBED98EF6B@ B5D4FAB= E6S;<.

#BE?98A<@ 66B8<@O@ @B8G?9@ 6 E<EF9@G S6?S9FES BCJ<BA4?PAO= @B8G?P

6A<@4A<S <?< <AF9D9E4 Ai, EBBF69FEF6GRM<= CB8E<EF9@9 Si. �7B ;484K4 – CB­

EFDB<FP >4DFG <AF9D9E4 ai (x,y) CB8E<EF9@O Si 6 GK4EF>4I B5D454FO649@B7B

CB8E<EF9@B= B5N9>F4 CD< GE?B6<< 97B 6O89?9A<S A4 CD98O8GM<I QF4C4I, ;4

EK9F K97B 6B;@B:AB >BAFDB?<DB64FP CD<BD<F9F B5D45BF>< 6 6<89BCBFB>9.

!4 D<EGA>9 2.15 CDB<??REFD<DB64A4 @B89?P 7D4H4 CB8E<EF9@ < <I E6S;9=

CBE?9 8B546?9A<S @B8G?9= BJ9A>< >4K9EF64 <;B5D4:9A<= 6 CDBJ9EE B5D45BF><.

2.5 �B>4?<;4J<S < <89AF<H<>4J<S 8B>G@9AFB6

&D48<J<BAAB ;484K4 CB<E>4 < <89AF<H<>4J<< 8B>G@9AF4 D9L4?4EP A4 5<­

A4D<;B64AAB@ <;B5D4:9A<< E CD<6?9K9A<9@ D4;?<KAOI 4?7BD<F@B6 (BC<E4AAOI
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$<EGAB> 2.15 — �D4H E<EF9@O B5D45BF>< E @B8G?S@< BJ9A>< >4K9EF64 <;B5D4­

:9A<=.

6 �?469 1), 6 BEAB6AB@ 54;<DGRM<IES A4 A4?B:9A<< L45?BAB6 <?< E9@4AF<K9­

E>B@ 4A4?<;9 D9;G?PF4FB6 D4ECB;A464A<S <@9RM<IES F9>EFB6. "54 QF<I CB8IB84

E?45B CD<@9A<@O > 8B>G@9AF4@, G8BEFB69DSRM<@ ?<KABEFP, 6 FB@ K<E?9 ;4

EK9F E?B:ABEF< CB?GK9A<S 4A4?<;<DG9@B7B <;B5D4:9A<S. !9>BAFDB?<DG9@O9

GE?B6<S < EJ9A4 EN9@>< 89?4RF >4K9EF69AAGR 5<A4D<;4J<R CDB5?9@4F<KAB=.

�DB@9 FB7B, FD48<J<BAAO9 CB8IB8O ?B>4?<;4J<< < <89AF<H<>4J<< 8B>G@9AF4

B5OKAB 54;<DGRFES A4 4A4?<;9 IBDBLB D4;?<K<@OI EF4F<K9E><I F9>EFB6. � ;4­

84K9 D4ECB;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, >4> @O CB>4;4?<

6OL9 6 A4EFBSM9= 7?469, QFB 84?9>B A9 F4>.

&4><@ B5D4;B@ A9B5IB8<@B CD<@9ASFP 8DG7<9 CB8IB8O > D9L9A<R QF<I

;484K, >BFBDO9 6 EB6D9@9AAB= A4GKAB= L>B?9 CD<ASFB A4;O64FP «Lowe-based

segmentation».
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"5B;A4K<@ @AB:9EF6B <;69EFAOI F<CB6 8B>G@9AFB6 >4> T . #BE>B?P>G

A9>BFBDO9 <AHBD@4J<BAAO9 CB?S 8B>G@9AF4 CBKF< A9 D4;?<K<@O @9:8G EB5B=

<A4K9 >4> CB CB?B:9A<R (A4CD<@9D – 84FO DB:89A<S < 6O84K<), 8?S GEC9L­

AB= 4FD<5GJ<< CB?9= @O 8B?:AO A9 FB?P>B D9L<FP ;484KG >?4EE<H<>4J<<

<;B5D4:9A<S 8B>G@9AF4 <; @AB:9EF64 T , AB < CD<6S;4FP H<;<K9E>GR E<EF9@G

>BBD8<A4F QFB7B F<C4 8B>G@9AF4 > <;B5D4:9A<R. �?S QFB7B @B:AB 6BECB?P;B­

64FPES E?98GRM<@ CD<9@B@: 8?S >4:8B7B F<C4 <; T ;4D4A99 EB;84FP L45?BA

(B5D4;9J <;B5D4:9A<S 84AAB7B 8B>G@9AF4), 4 CD< D4ECB;A464A<< CBE?98B64­

F9?PAB D9L4FP ;484KG GEF4AB6?9A<S EBBF69FEF6<S (>BDD9ECBA89AJ<<) @9:8G

6IB8AO@ <;B5D4:9A<9@ < >4:8O@ <; B5D4;JB6. #D< CD<6S;>9 <;B5D4:9A<=

E @B5<?PAB7B F9?9HBA4 EGM9EF69AAO FD< CDB5?9@O: 79B@9FD<K9E><9 <E>4:9­

A<S, A9>BAFDB?<DG9@B9 BE69M9A<9 < B>>?R;<<. �4:9 9E?< EK<F4FP 8B>G@9AF

:9EF><@ < C?BE><@, 97B B5D4; CB869D:9A CDB9>F<6AB@G <E>4:9A<R. $4ECB;A4­

649@O= 8B>G@9AF BE69M9A A9 F4>, >4> B5D4;9J, CD<K9@, 6B;@B:AB, A9D46AB@9DAB

< A4 A9@ @B7GF 5OFP 5?<><. !4>BA9J, 8B>G@9AF @B:9F A9 CBC484FP J9?<>B@ 6

>48D <?< 5OFP K4EF<KAB ;4E?BA9A C4?PJ4@<. � FB@G :9, IBFS D4EE@4FD<649@O9

A4@< 8B>G@9AFO < <;7BF46?<64RFES E <ECB?P;B64A<9@ 5?4A>4, EB89D:4M97B 7D4­

H<K9E><9 Q?9@9AFO, B5M<9 8?S 84AAB7B F<C4, BA< EB89D:4F < ;4CB?A9A<9 (F9>EF,

CB8C<E<, LF4@CO, HBFB7D4H<< < 8D.), <A8<6<8G4?PAB9 8?S >4:8B7B Q>;9@C?S­

D4, F4>:9 «;4E?BASRM99» 5?4A>.

�?S D9L9A<S ;484K< GEF4AB6?9A<S EBBF69FEF6<S 6 F4><I GE?B6<SI IBDB­

LB E95S ;4D9>B@9A8B64? CB8IB8, 54;<DGRM<=ES A4 EBCBEF46?9A<< ?B>4?PAOI

BEB59AABEF9= <;B5D4:9A<= [201]. �@9EFB FB7B, KFB5O D4EE@4FD<64FP @AB:9EF6B

6E9I C<>E9?9= L45?BA4, A4 97B <;B5D4:9A<< 6O89?SRFES F4> A4;O649@O9 >?RK9­

6O9 FBK>< (BEB5O9 FBK><), >BFBDO9 CD98EF46?SRF EB5B= 8BEF4FBKAB GA<>4?PAO9

GEFB=K<6B 89F9>F<DG9@O9 B5?4EF<. � E?GK49 D4EE@BFD9A<S E86<7B6B= @B89?<

<E>4:9A<S BFABE<F9?PAB L45?BA4 >4:84S >?RK964S FBK>4 H<>E<DB64AAB7B

D4;@9D4 @B:9F 5OFP ;484A4 86G@S >BBD8<A4F4@<. � 4HH<AAB= @B89?< FBK>4 CB­

@<@B >BBD8<A4F 8BCB?A<F9?PAB >B8<DG9FES A4CD46?9A<9@ < @4ELF45<DGRM<@

>BQHH<J<9AFB@. !4 84AAO= @B@9AF <;69EFAB @AB:9EF6B 4?7BD<F@B6 89F9>F<­

DB64A<S >?RK96OI FBK9> (Harris, Shi-Tomasi, FAST, YAPE, SIFT < 8DG7<9).

1F< 4?7BD<F@O D4;?<K4RFES >4> CB 5OEFDB89=EF6<R, F4> < CB GEFB=K<6BEF<

89F9>FBD4 > D4;?<KAO@ >?4EE4@ <E>4:9A<= <;B5D4:9A<S. �?46AO@ >D<F9D<9@

CD< 6O5BD9 89F9>FBD4 6 ;484K9 D4ECB;A464A<S <89AF<H<>4J<BAAOI 8B>G@9AFB6

S6?S9FES EBBFABL9A<9 E>BDBEF< D45BFO < 69DBSFABEF< 6O89?9A<S GA<>4?PAOI
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BEB59AABEF9= CD< H<>E<DB64AAB@ K<E?9 89F9>J<= A4 <;B5D4:9A<<. &4>B@G >D<­

F9D<R BF?<KAB EBBF69FEF6G9F 4?7BD<F@ YAPE.

�?S >4:8B7B L45?BA4 <; T @B:AB ;4D4A99 6OK<E?<FP 97B «EB;69;8<9»

>?RK96OI FBK9>. #D< QFB@ BK96<8AB, KFB 6 F4>B9 EB;69;8<9 8B?:AO 6IB8<FP

FB?P>B FBK><, CD<A48?9:4M<9 5?4A>G 8B>G@9AF4, 4 A9 97B ;4CB?A9A<R. #B

EB;69;8<R >?RK96OI FBK9>, 6O89?9AAOI G:9 A4 6IB8AB@ <;B5D4:9A<< 8B­

>G@9AF4, @B:AB BJ9A<FP EBBF69FEF6<9 >4:8B@G <; L45?BAB6. &B784 ;484K4

>?4EE<H<>4J<< F<C4 8B>G@9AF4 E6B8<FES > 6O5BDG A4<?GKL97B <; CB?GK9AAOI

EBBF69FEF6<=.

�?S FB7B, KFB5O @B:AB 5O?B CD< CBEFDB9A<< EBBF69FEF6<S D4;?<K4FP

A4=89AAO9 >?RK96O9 FBK><, 8?S >4:8B= <; A<I 6OK<E?S9FES F4> A4;O649­

@O= 89E>D<CFBD. #B EGF<, BA CD98EF46?S9F EB5B= 69>FBD CD<;A4>B6 ?B>4?PAB=

B>D9EFABEF< 84AAB= FBK>< < CB;6B?S9F ED46A<64FP <I @9:8G EB5B= E CB@BMPR

A9>BFBDB= 66989AAB= @9FD<>< (B5OKAB <ECB?P;G9FES C9D64S <?< 6FBD4S ABD@4

D4;ABEF<). +9@ @9APL9 6OK<E?9AAB9 ;A4K9A<9 @9FD<><, F9@ 5B?PL9 FBK>< CB­

IB8SF 8DG7 A4 8DG74.

!4 D<EGA>9 2.16 CD<6989A4 B5M4S EI9@4 ?B>4?<;4J<< < <89AF<H<>4J<<

8B>G@9AF4 E CD<@9A9A<9@ 89E>D<CFBDB6 BEB5OI FBK9>.

$<EGAB> 2.16 — "5M4S EI9@4 ?B>4?<;4J<< < <89AF<H<>4J<< 8B>G@9AF4 E CD<­

@9A9A<9@ 89E>D<CFBDB6 BEB5OI FBK9>.

!9E@BFDS A4 FB, KFB A4 E97B8ASLA<= 89AP EGM9EF6G9F 8B6B?PAB 5B?P­

LB9 >B?<K9EF6B D4;?<KAOI ECBEB5B6 CBEFDB9A<S 89E>D<CFBDB6, CB;6B?SRM<I
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EFDB<FP 8BEF4FBKAB QHH9>F<6AO9 8?S J9?9= BC<E4A<S D97<BAB6 (C4FK9=) <;B5D4­

:9A<= D4;?<KAB= F9@4F<><, E FBK>< ;D9A<S 6OK<E?9A<= < CBFD95?9A<S C4@SF<

QHH9>F<6A99 B>4;O649FES CBEFDB9A<9 EC9J<4?PAB7B CD<;A4>B6B7B BC<E4A<S C4F­

K9=, I4D4>F9DAOI 8?S <;B5D4:9A<= 8B>G@9AFB6. � E?98GRM9@ D4;89?9 BC<E4AB

E9@9=EF6B 89E>D<CFBDB6, D4;D45BF4AAB9 >4> D4; 8?S QHH9>F<6AB7B D9L9A<S ;4­

84K< EBCBEF46?9A<S 8B>G@9AFB6.

2.5.1 �9E>D<CFBDO 8?S ;484K< ?B>4?<;4J<< < >?4EE<H<>4J<<

ID-8B>G@9AFB6

�4> E>4;4AB 6OL9, 6O5BD CD46<?PAB7B 4?7BD<F@4 CBEFDB9A<S 89E>D<CFBD4

6 ;484K9 ?B>4?<;4J<< < >?4EE<H<>4J<< 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP,

S6?S9FES >D4=A9 64:AO@. #DB@OL?9AAO9 D4ECB;A4RM<9 E<EF9@O CB889D:<64­

RF D4ECB;A464A<9 A9E>B?P><I FOESK D4;?<KAOI G8BEFB69DSRM<I 8B>G@9AFB6

(6 A4EFBSM99 6D9@S 6B 6E9@ @<D9 89=EF6G9F 5B?99 2000 D4;?<KAOI G8BEFB69DSR­

M<I 8B>G@9AFB6 [202]). �E?< CD98CB?B:<FP, KFB >4:8O= 8B>G@9AF @B:9F 5OFP

CD98EF46?9A 8?S J9?9= ?B>4?<;4J<< < <89AF<H<>4J<< CBDS8>4 300 FBK>4@< E

EBBF69FEF6GRM<@< 89E>D<CFBD4@<, 4 >4:8O= 89E>D<CFBD FD95G9F 2048 5<F =

256 54=F (EBBF69FEF6G9F 89E>D<CFBDG SURF [78]), FB CB?GK49FES, KFB FB?P>B

?<LP 8?S ID4A9A<S F4>B= BC<E4F9?PAB= 54;O 8B>G@9AFB6 CBFD95G9FES CBDS8>4

220  5. �DB@9 FB7B, D4;@9D 89E>D<CFBD4 >D4FAB 6?<S9F A4 E>BDBEFP 6OK<E?9A<=

CD< D9L9A<< ;484K< ?B>4?<;4J<< < <89AF<H<>4J<<.

#B@<@B <;69EFAOI < ;4D9>B@9A8B646L<I E95S <A:9A9DAOI 89E>D<CFBDB6

SIFT [203] < SURF [78], 6 A4EFBSM99 6D9@S 4>F<6AB <ECB?P;GR B5GK49@O9

89E>D<CFBDO: RFD [204], BEBLID [205], BinBoost [206]. #B >4K9EF69AAO@ <

6OK<E?<F9?PAO@ I4D4>F9D<EF<>4@ F4><9 89E>D<CFBDO B5IB8SF <A:9A9DAO9 89­

E>D<CFBDO. "8A4>B 64:AB BF@9F<FP, KFB CD< B5GK9A<< F4><I 89E>D<CFBDB6

BK9AP 64:AB <ECB?P;B64FP CD46<?PAO= A45BD 84AAOI 8?S B5GK9A<S.

�9E>D<CFBD RFDoc – B5GK49@O= 89E>D<CFBD, CBEFDB9AAO= CB CD<AJ<CG

RFD [204], CD98A4;A4K9AAO= EC9J<4?PAB 8?S D9L9A<S ;484K ?B>4?<;4J<< <

<89AF<H<>4J<< 8B>G@9AFB6.

� >4K9EF69 A45BD4 84AAOI 8?S B5GK9A<S 89E>D<CFBD4 5O?< <ECB?P­

;B64AO E?98GRM<9 A45BDO 84AAOI 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP:
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MIDV-500 [207] < MIDV-2019 [208] (E@. D<EGAB> 2.17). � A4EFBSM9= D45BF9

G>4;4AAO@ A45BD4@ 84AAOI 5G89F G89?9A BF89?PAO= D4;89?. "8A4>B ;89EP

64:AB BF@9F<FP, KFB CB E6B9= EFDG>FGD9 84AAO9 A45BDO 84AAOI EB89D:4F

<;B5D4:9A<S @G?S:9= G8BEFB69DSRM<I 8B>G@9AFB6, CB?GK9AAO9 CGF9@ EN9@­

>< A4 >4@9DO @B5<?PAOI GEFDB=EF6. �E9 <;B5D4:9A<S 4AABF<DB64AO (G>4;4A

K9FOD9IG7B?PA<> 8B>G@9AF4 A4 >4:8B@ <;B5D4:9A<<, >BBD8<A4FO EF4F<K9E><I

B5N9>FB6 < 84AAOI ;4CB?A9A<S < F. C.).

$<EGAB> 2.17 — �??REFD4J<S D97<BAB6 EF4F<K9E><I Q?9@9AFB6 8B>G@9AF4 (6O89­

?9AO ;9?9AO@ J69FB@) < C9D9@9AAOI C9DEBA4?PAOI 84AAOI (6O89?9AO >D4EAO@

J69FB@).

!4 D<EGA>9 2.17 CD<6989A CD<@9D <;B5D4:9A<S 8B>G@9AF4, A4 >BFBDB@

8BCB?A<F9?PAB BF@9K9AO ;9?9AO@ < >D4EAO@ J69F4@< B5?4EF< EF4F<K9E><I Q?9­

@9AFB6 8B>G@9AF4, 4 F4>:9 B5?4EF<, BFABESM<9ES > ;4CB?A9A<R. �ECB?P;B64A<9

F4><I 4AABF<DB64AAOI <;B5D4:9A<= CB;6B?S9F CB87BFB6<FP B5GK49@O= A45BD

– >B??9>J<R CB?B:<F9?PAOI < BFD<J4F9?PAOI C4FK9=, A9B5IB8<@GR 8?S B5G­

K9A<S 89E>D<CFBD4 (E@. D<EGAB> 2.18).

$<EGAB> 2.18 — #D<@9DO CB?B:<F9?PAOI < BFD<J4F9?PAOI C4D C4FK9=, <ECB?P­

;G9@OI CD< B5GK9A<< 89E>D<CFBD4 RFDoc.
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&45?<J4 2 — �4K9EF6B ?B>4?<;4J<< < <89AF<H<>4J<< 8B>G@9AFB6 E <ECB?P;B64­

A<9@ D4;?<KAOI F<CB6 89E>D<CFBDB6 A4 A45BD9 MIDV-500

№ �9E>D<CFBD
�4K9EF6B >?4EE<­

H<>4J<<
�4K9EF6B ?B>4?<;4J<< $4;@9D 89E>D<CFBD4

1 RFDoc 93.458% 85.128% 192 5<F4

2 BEBLID-512 [205] 93.508% 85.226% 512 5<F

3 BEBLID-256 [205] 92.783% 84.072% 256 5<F

4 BinBoost-256 [206] 91.116% 81.132% 256 5<F

5 BinBoost-128 [206] 85.958% 73.588% 128 5<F

6 SURF [78] 91.241% 82.783% 2048 5<F

&45?<J4 3 — �4K9EF6B ?B>4?<;4J<< < <89AF<H<>4J<< 8B>G@9AFB6 E <ECB?P;B64­

A<9@ D4;?<KAOI F<CB6 89E>D<CFBDB6 A4 A45BD9 MIDV-2019

№ �9E>D<CFBD
�4K9EF6B >?4EE<­

H<>4J<<
�4K9EF6B ?B>4?<;4J<< $4;@9D 89E>D<CFBD4

1 RFDoc 88.875% 75.535% 192 5<F4

2 BEBLID-512 [205] 85.854% 75.001% 512 5<F

3 BEBLID-256 [205] 83.833% 72.368% 256 5<F

4 BinBoost-256 [206] 79.916% 63.074% 256 5<F

5 BinBoost-128 [206] 68.791% 50.262% 128 5<F

6 SURF [78] 75.666% 61.542% 2048 5<F

�9E>D<CFBD RFDoc B5GK4?ES CB CD<AJ<CG B5GK9A<S 89E>D<CFBD4 RFD,

E 8BCB?A<F9?PAO@ B7D4A<K9A<9@ A4 D4;@9D 89E>D<CFBD4. � D9;G?PF4F9 B5GK9A

5<A4DAO= 89E>D<CFBD D4;@9DB@ 192 5<F4.

�4K9EF6B D45BFO B5GK9AAB7B 89F9>FBD4 CDB69DS?BEP 6 D4@>4I D9L9A<S

;484K< ?B>4?<;4J<< < <89AF<H<>4J<< G8BEFB69DSRM<I 8B>G@9AFB6 A4 A45B­
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E>?99AAO9 6 >B@CBA9AFO F9>EFB6O9 CB?S A4 B8ABDB8AB@ HBA9.

7. #DB<;6989@ ;4@O>4A<9 <;B5D4:9A<S E CD<@<F<6B@ D4;@9D4 [0, h/2],

789 h – CD<5?<;<F9?PA4S 6OEBF4 E<@6B?4. 1FB CD9B5D4;B64A<9 G59DёF

6OEFGCO >B@CBA9AF, 4 F4>:9 A95B?PL<9 EF4F<K9E><9 F9>EFO < E6S;< E

A<@<. � D9;G?PF4F9 CB?GK49FES 6OIB8AB9 <;B5D4:9A<9, A4 >BFBDB@ F9>­

EFB6O9 CB?S CD98EF46?9AO 6 6<89 6<;G4?PAB BF?<K<@OI >B@CBA9AF A4

CBKF< B8ABDB8AB@ HBA9.

8. � DS89 E?GK496, E6S;4AAOI E BL<5>4@< A4IB:89A<S 7D4A<J 8B>G@9AF4

<?< CDB5?9@4@< CD< C9K4F< 84AAOI, F9>EFB6O9 CB?S 8B>G@9AF4 @B7GF

<@9FP ;A4K<F9?PAO9 G7?O A4>?BA4, KFB ;4FDG8AS9F <I CB<E> < CBE?98G­

RM99 D4ECB;A464A<9. �?S BCD989?9A<S G7?4 A4>?BA4 < >BDD9>J<< CB?9=

<ECB?P;G9FES 5OEFDB9 CD9B5D4;B64A<9 )4H4, CBE?9 K97B BEGM9EF6?S9@

CB6BDBF <;B5D4:9A<S.

!4 D<EGA>9 2.22 CDB<??REFD<DB64AO D9;G?PF4FO CD98B5D45BF>< <;B5D4­

:9A<S CB QF4C4@.

2.6.2 �O89?9A<9 EFDB> < F9>EFB6OI CB?9=

$4EE@BFD<@ 4?7BD<F@ 6O89?9A<S F9>EFB6OI EFDB> < CB?9=, 6 >4K9EF69

<EIB8AOI 84AAOI CB?GK4RM<= D9;G?PF4F CD98B5D45BF>< <;B5D4:9A<S E CD98O­

8GM9= EF48<<. %I9@4 4?7BD<F@4 CD98EF46?9A4 A4 D<EGA>9 2.23. !<:9 BC<E4AO

L47< 4?7BD<F@4.
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$<EGAB> 2.22 — $9;G?PF4FO CD98B5D45BF>< <;B5D4:9A<S CB QF4C4@.

1. �EIB8AB9 <;B5D4:9A<9 EB89D:<F I4D4>F9DAO9 >B@CBA9AFO F9>EFB6OI

CB?9=. �?S BF89?9A<S <I BF HBA4 6OK<E?S9@ CBDB7B6B9 ;A4K9A<9 B8A<@

<; @9FB8B6 5<A4D<;4J<<, A4CD<@9D, @9FB8B@ "FEG. �4AAB9 ;A4K9A<9 <E­

CB?P;G9FES 8?S CB8EK9F4 7<EFB7D4@@ A4 E?98GRM<I L474I 4?7BD<F@4.
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$<EGAB> 2.23 — �?7BD<F@ CB<E>4 F9>EFB6OI CB?9=.

2. �OK<E?S9@ 69DF<>4?PAGR 7<EFB7D4@@G, EG@@<DGS ?<LP F9 ;A4K9A<S,

>BFBDO9 @9APL9 CBDB74, F4> >4> >B@CBA9AFO F9>EF4 F9@A99 HBA4 (E@.

D<EGAB> 2.24).

3. �OK<E?S9@ 69DIA<9 < A<:A<9 7D4A<JO EFDB>, EB89D:4M<I F9>EF, A4­

IB8S 6O5DBEO A4 7<EFB7D4@@9. �?S BFE9K9A<S E?GK4=AOI 6O5DBEB6

<ECB?P;GRFES F4><9 I4D4>F9D<EF<>< >4> @<A<@4?PAO9 < @4>E<@4?PAO9

D4;@9DO 6OEBFO E<@6B?B6. �O5DBEO, D4;@9DO >BFBDOI ;A4K<F9?PAB

@9APL9 @<A<@4?PAB= 6OEBFO, <AF9DCD9F<DG9@ >4> E?GK4=AO9. �E?<

:9 BA< 5B?PL9 @4>E<@4?PAB7B D4;@9D4, FB QFB E?GK4= E?<C4A<S EFDB>

< CBFD95G9FES 8BCB?A<F9?PAO= 4A4?<; 8?S A4IB:89A<S FBK9> D4;D9;4­

A<S CGFё@ BCD989?9A<S C9D9C48B6 G:9 6AGFD< E4@B7B 6O5DBE4.

4. �?S >4:8B= A4=89AAB= EFDB>< 6OK<E?S9@ 7BD<;BAF4?PAGR 7<EFB7D4@­

@G E <ECB?P;B64A<9@ CBDB74 BFE9K9A<S, 4A4?B7<KAB L47G 2.

5. !4IB8<@ 7D4A<JO CB?9= 6AGFD< EFDB> E CB@BMPR 4A4?<;4 7BD<;BAF4?P­

AB= 7<EFB7D4@@O 8?S >4:8B= EFDB>< (D<EGAB> 2.25). �?S BFE9K9A<S

6O5DBEB6 <ECB?P;G9FES @<A<@4?PAO= 8BCGEF<@O= D4;@9D F9>EFB6B7B

CB?S (>4> @<A<@G@ L<D<A4 B8AB7B E<@6B?4). �?S BF89?9A<S B8AB­

7B F9>EFB6B7B CB?S BF 8DG7B7B 6AGFD< B8AB= EFDB>< GEF4AB6<@ F4>GR

I4D4>F9D<EF<>G >4> @<A<@4?PAB9 D4EEFBSA<9 @9:8G CB?S@<. 1FB 6B;­

@B:AB, 66<8G FB7B KFB 6 5B?PL<AEF69 EGM9EF6GRM<I 8B>G@9AFB6 8?S

6<;G4?PAB7B BF?<K<S F9>EFB6OI CB?9=, EB89D:4M<I D4;?<KAO9 84AAO9,

<ECB?P;G9FES BF89?9A<9 <I 8DG7 BF 8DG74 A4 D4EEFBSA<9, ;A4K<F9?PAB

CD96OL4RM99 D4;@9D E<@6B?4. &4><@ B5D4;B@, 5?<;><9 >B@CBA9AFO

E?<64RFES 6 B8AB CB?9, 84?9><9 8DG7 BF 8DG74 CB?S BEF4AGFES BF89?PAO­

@< CB?S@< < 6 D9;G?PF4F9 CB?GK49@ CDS@BG7B?PA<>< A4=89AAOI CB?9=

8B>G@9AF4.
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6.  BDHB?B7<K9E><9 BC9D4J<< @B7GF “EN984FP” K4EFP Q?9@9AFB6 C9D6OI <

CBE?98A<I E<@6B?B6 CB?9=, 4 F4>:9 F9DSFP A48 < CB8 EFDBKAO9 E<@6B?O

(A4CD<@9D, G@?SGFO) 66<8G <I @4?BEF<. +FB5O <;59:4FP QFB7B, 7D4A<­

JO A4=89AAOI CDS@BG7B?PA<>B6 A9@AB7B D4EL<DSRFES CB 7BD<;BAF4?<

< 69DF<>4?< (E@. D<EGAB> 2.26).

$<EGAB> 2.24 — �OK<E?9A<9 69DF<>4?PAB= 7<EFB7D4@@O.

$<EGAB> 2.25 — �OK<E?9A<9 7BD<;BAF4?PAB= 7<EFB7D4@@O.

2.6.3 %BCBEF46?9A<9 A4=89AAOI CB?9= L45?BAG ;BAO 8B>G@9AF4

#D<6989AAO= 6OL9 @9FB8 CB<E>4 F9>EFB6OI CB?9= 6O849F >4> D9;G?PF4F

A9>BFBDO= A45BD >BBD8<A4F EFDB> < A4=89AAOI 6 A<I CB?9=, AB F4>:9 A9B5IB­

8<@B EBCBEF46<FP A4=89AAO9 F9>EFB6O9 CB?S 4FD<5GF4@ 8B>G@9AF4, E GK9FB@

6B;@B:AB7B K4EF<KAB7B <I BFEGFEF6<S. !4CD<@9D, 8?S D4EE@4FD<649@B= ;BAO

C4ECBDF4 $( “BFK9EF6B” @B:9F BFEGFEF6B64FP, 4 >B?<K9EF6B EFDB>, EB89D:4M<I
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$<EGAB> 2.26 — $9;G?PF4F D45BFO 4?7BD<F@4 CB<E>4 F9>EFB6OI CB?9=.

84AAO9 B “@9EF9 DB:89A<S”, 64DP<DG9FES BF B8AB= 8B FDёI. �?S D9L9A<S QFB=

;484K< CD98?4749FES CDB<;6B8<FP BJ9A>G CB?GK9AAB7B A45BD4 EFDB> < CB?9=

A4 EBBF69FEF6<9 L45?BAG, BC<EO64RM9@G ;BAG 8B>G@9AF4. �?S EB;84A<S BC<E4­

A<S L45?BA4 <ECB?P;G9FES 79B@9FD<K9E>4S @B89?P EBBF69FEF6<S EFDB> < CB?9=

8DG7 8DG7G. $4EE@4FD<649@ ;BAG 8B>G@9AF4 >4> A45BD EFDB>, 4 >4:8GR EFDB>G

>4> A45BD CB?9=. �?S EFDB> 66B8<FES BFABL9A<9 6OL9/A<:9, 8?S CB?9= – ?9­

699/CD4699. %FDB>< < CB?S @B7GF 5OFP A9B5S;4F9?PAO@<, F4>:9 8?S A<I @B7GF

66B8<FPES 8BCB?A<F9?PAO9 I4D4>F9D<EF<><, F4><9 >4> I4D4>F9DAO9 D4;@9DO,

CB?B:9A<9 6AGFD< ;BAO (A4CD<@9D, CB?9 CD<:4FB > ?96B@G >D4R) < 8DG7<9, 6E9

BA< <ECB?P;GRFES 8?S BJ9A>< EBBF69FEF6<S CB?GK9AAOI 84AAOI L45?BAG ;BAO.

#BE?9 QFB7B CDB<;6B8<FES D9>GDE<6AO= C9D95BD 6E9I 6B;@B:AOI 64D<4AFB6 EB­

CBEF46?9A<S EFDB> < CB?9=, A4=89AAOI A4 <;B5D4:9A<<, EB EFDB>4@< < CB?S@<

A4 L45?BA9, E BJ9A>B= >4:8B7B F4>B7B EBCBEF46?9A<S (E@. D<EGAB> 2.27).

#D< BFEGFEF6<< F4>B7B EBCBEF46?9A<S <?< BK9AP A<;>B= BJ9A>< 6O84ёFES

BF>4;, CD< A4?<K<< A9E>B?P>B 64D<4AFB6 – 6O5<D49FES 64D<4AF E A4<5B?PL9=

BJ9A>B= <?< D4EE@4FD<649FES 8BCB?A<F9?PA4S ;484K4 6O5BD4. "F>4; 6 5B?PL<A­

EF69 E?GK496 B;A4K49F, KFB 7D4A<JO 8B>G@9AF4 < 97B ;BAO 5O?< A4=89AO A969DAB

<?< <EIB8AB9 <;B5D4:9A<9 E?<L>B@ A<;>B7B >4K9EF64, 4 84AAO9 – A9 K<F49@O9.
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$<EGAB> 2.27 — !4=89AAO9 CB?S (E?964) < L45?BA ;BAO 8B>G@9AF4 (ECD464).

2.7 "EB59AABEF< D4ECB;A464A<S F9>EFB6B= EFDB><

$4ECB;A464A<9 F9>EFB6OI EFDB> A4 <;B5D4:9A<SI 8B>G@9AFB6, G8BEFB69­

DSRM<I ?<KABEFP, CD<AJ<C<4?PAB BF?<K49FES BF ;484K, 6 >BFBDOI D9L49FES

B5M4S CDB5?9@4 BCF<K9E>B7B D4ECB;A464A<S F9>EF4. �4> 5O?B G:9 D4A99

E>4;4AB, 64:AO@< BEB59AABEFS@< F9>EFB6OI EFDB>, CD<EGFEF6GRM<I A4 G8B­

EFB69DSRM<I 8B>G@9AF4I < EGM9EF69AAB GE?B:ASRM<I CDBJ9EE D4ECB;A464A<S

F9>EF4, S6?SRFES: 4) E?B:AO= F9>EFGDAO= HBA < 5) @G?PF<-S;O>B6BEFP.

"F@9F<@, KFB E4@4 CB E959 ;484K4 D4ECB;A464A<S F9>EFB6B= EFDB><, @B:9F

5OFP D4;5<F4 A4 E?98GRM<9 CB8;484K<:

– E97@9AF4J<S F9>EFB6B= EFDB>< A4 E<@6B?O;

– D4ECB;A464A<9 >4:8B7B E<@6B?4;

– B5B5M9A<9 CB?GK9AAB7B D9;G?PF4F4 D4ECB;A464A<S.

#D< QFB@, D9L4S ;484KG D4ECB;A464A<S F9>EFB6B= EFDB>< BC<E4AAO@ ECB­

EB5B@, E?98G9F <ECB?P;B64FP D4;?<KAO9 A9=DBAAO9 E9F< 8?S E97@9AF4J<< EFDB><

A4 E<@6B?O < CBE?98GRM97B D4ECB;A464A<< >4:8B7B E<@6B?4. !<:9 CD98EF46­

?9A GA<69DE4?PAO= 4?7BD<F@ CBEFDB9A<S CB8E<EF9@O D4ECB;A464A<S F9>EFB6B=

EFDB><, >BFBDO= @B:9F <ECB?P;B64FPES 6 D4@>4I E<EF9@O D4ECB;A464A<S G8B­

EFB69DSRM<I 8B>G@9AFB6 (E@. D<EGAB> 2.28).

#GEFP G A4E 9EFP CB?ABE69DFBKA4S A9=DBAA4S E9FP (NNsegm), >BFBD4S 6B;­

6D4M49F BJ9A>G A4?<K<S 6 84AAB= FBK>< <;B5D4:9A<S D4;D9;4 @9:8G 5G>64@<.

#GEFP F4>:9 9EFP >?4EE<H<J<DGRM4S (D4ECB;A4RM4S) E69DFBKA4S A9=DBAA4S

E9FP (NNclass), CB;6B?SRM4S 6OCB?A<FP A9CBED98EF69AAB D4ECB;A464A<9 >4:8B­

7B E<@6B?4. �?7BD<F@ D4ECB;A464A<S EBEFB<F <; E?98GRM<I L47B6:
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1. #B87BFB6<@ <;B5D4:9A<9 F9>EFB6B= EFDB>< > D4ECB;A464A<R, B5D9;46

97B CB ;4D4A99 BCD989?9AAO@ 54;B6O@ ?<A<S@ < CD<698S 97B > J9?96B@G

@4ELF45G (CB 6OEBF9).

2. #D<@9A<@ E97@9AF<DGRMGR CB?ABE69DFBKAGR A9=DBAAGR E9FP NNsegm

8?S CBEFDB9A<S >4DFO CBF9AJ<4?PAOI D4;D9;B6 P .

3. #D<@9A<@ @9I4A<;@ CB846?9A<S A9@4>E<@G@B6 (non-maximum

suppression) > >4DF9 CBF9AJ<4?PAOI D4;D9;B6 P 8?S <E>?RK9A<S ?B:­

AOI ED454FO64A<=, CBEFDB<6 6 D9;G?PF4F9 P1.

4. #BEFDB<@ C4DO A9AG?96OI FBK9> <; P1, D4EEFBSA<9 @9:8G >BFBDOI

fd?9:<F 6 ;4D4A99 ;484AAB@ <AF9D64?9 fd ∈ [fdmin; fdmax].

5. #D9864D<F9?PAB CDB6989@ >?4EE<H<>4J<R A4=89AAOI GK4EF>B6 <;B5D4­

:9A<= E CB@BMPR >?4EE<H<J<DGRM9= E9F< NNclass.

6. #D<@9A<@ F9IA<>G 8<A4@<K9E>B7B CDB7D4@@<DB64A<S 8?S CBEFDB9A<S

CGF< E97@9AF4J<< EFDB>< A4 E<@6B?O, @4>E<@<;<DGS EG@@G EF9C9A9=

G69D9AABEF9= FBK9> D4;D9;4 < EF9C9A9= G69D9AABEF< D4ECB;A464A<S >4:­

8B7B E<@6B?4.

7. #DB6989@ H<A4?PAB9 D4ECB;A464A<9 E<@6B?B6 6 A4=89AAOI CBE?9

CD98O8GM97B L474 CB;<J<SI.

!4 D<EGA>9 2.28 CD<6989A4 EI9@4 BC<E4AAB7B 4?7BD<F@4 D4ECB;A464A<S

F9>EFB6B= EFDB><, 4 F4>:9 CDB<??REFD<DB64A >4:8O= L47 4?7BD<F@4.

#D98?B:9AA4S EI9@4 D4ECB;A464A<S F9>EFB6O= EFDB>< 5O?4 <ECOF4A4 E

FBK>< ;D9A<S >4K9EF64 < E>BDBEF< D4ECB;A464A<S A4 A45BD9 84AAOI MIDV-500.

� E?98GRM<I F45?<J4I CD98EF46?9AO ED46A<F9?PAO9 I4D4>F9D<EF<>< CD98?B­

:9AAB= EI9@O 6 ED46A9A<< E CBCG?SDAO@ E<EF9@4@< D4ECB;A464A<S.

�?S BJ9A>< >4K9EF64 D4ECB;A464A<S <ECB?P;B64?ES @9FB8 BJ9A>< CB­

E<@6B?PAB7B D4ECB;A464A<S (per-character recognition, PCR), BCD989?S9@O=

E?98GRM<@ B5D4;B@:

PCR = 1−

∑Ltotal

i=1 min
(

lev
(

liideal,lirecog
)

,len (liideal)
)

∑(Ltotal)
i=1 len (liideal)

. (2.10)

� F45?<J4I 5 < 6 CD98EF46?9AB ED46A9A<9 >4K9EF64 D4ECB;A464A<S < 6D9­

@9A< D4ECB;A464A<S CB?9= D4;?<KAB7B F<C4 A4 D4;AOI E<EF9@4I D4ECB;A464A<S

EFDB><.
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$<EGAB> 2.28 — %I9@4 D4ECB;A464A<S F9>EFB6B= EFDB><.



102

&45?<J4 5 — %D46A9A<9 >4K9EF64 D4ECB;A464A<S BF89?PAOI CB?9= A4 EF9A89

MIDV-500 (6 98<A<J4I PCR× 100%)

�<8 EFDB>< #D98?B:9AAO= @9FB8 Tesseract 4.00 Tesseract 3.05 FineReader 15

�4F<AE><9 <@9A4 79.04 75.44 37.29 55.76

�4FO 84.59 57.80 41.85 56.67

MRZ 92.98 47.94 58.52 74.11

!B@9D 8B>G@9AF4 80.06 41.83 27.27 57.11

&45?<J4 6 — %D46A9A<9 6D9@9A< D4ECB;A464A<S 6E9I <;B5D4:9­

A<= 8?S >4:8B7B CB?S 6 A45BD9 84AAOI MIDV-500 (6 E9>GA84I)

�<8 EFDB>< #D98?B:9AAO= @9FB8 Tesseract 4.00 Tesseract 3.05

�4F<AE><9 <@9A4 112.697 304.269 714.159

�4FO 121.755 371.914 696.674

MRZ 233.179 586.808 731.757

!B@9D 8B>G@9AF4 110.067 227.961 446.367

2.8 #DB69D>4 CB8?<AABEF<

�4> G:9 5O?B E>4;4AB 6OL9, 8B>G@9AFO, G8BEFB69DSRM<9 ?<KABEFP,

B5D4;GRF EC9J4?PAO= >?4EE 8B>G@9AFB6, >BFBDO= BF?<K49FES BF BEF4?PAOI

BEB59AABEFS@< <I <;7BFB6?9A<S < CD<@9A9A<S. �DB@9 FB7B, EGM9EF6GRF @9:­

8GA4DB8AO9 EF4A84DFO <;7BFB6?9A<S C4ECBDFAB-6<;B6OI 8B>G@9AFB6, >BFBDO9

BCD989?SRF 8BCB?A<F9?PAO9 K9DFO F4><I 8B>G@9AFB6, A4CD<@9D, A4 6E9I

C4ECBDF4I CD98A4;A4K9AAOI 8?S CGF9L9EF6<= <@99FES EC9J<4?PA4S ;BA4 –

@4L<ABK<F49@4S ;BA4 ( +�, MRZ), >BFBD4S EC9J<4?PAB A4ABE<FES 8?S 46FB­

@4F<K9E>B7B EK<FO64A<S < 6 >BFBDB= 8G5?<DG9FES K4EFP 84AAOI. �?S K97B

<ECB?P;G9FES <;5OFBKAB9 >B8<DB64A<9 <AHBD@4J<< ;4 EK9F <ECB?P;B64A<S >BA­

FDB?PAOI EG@@. &4>:9 5B?PL<AEF6B 8B>G@9AFB6 F4>B7B F<C4 <;7BFB6?SRFES

E CD<@9A9A<9@ D4;?<KAOI F9IAB?B7<=, GE?B:ASRM<I <I H4?PE<H<>4J<R. �E­

CB?P;G9FES C46?B6E>4S C9K4FP, EC9J<4?PAO9 LD<HFO (<AB784 BA< S6?SRFES

E9>D9FAO@<), C9K4FP @9FB8B@ F<EA9A<S, ?4;9DA4S 7D46<DB6>4 < @AB7B 8DG­

7B9 6<8<@B9 59; <ECB?P;B64A<S EC9J<4?PAOI ED98EF6. �E9 QF< EC9J<4?PAO9
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BEB59AABEF< @B:AB < AG:AB <ECB?P;B64FP 8?S 8B>4;4F9?PEF64 CB8?<AABEF<

8B>G@9AF4. &4><@ B5D4;B@, @B:AB EHBD@G?<DB64FP E?98GRMGR CBEF4AB6>G ;4­

84K<: 6 CDBJ9EE9 D4ECB;A464A<S 8B>G@9AF4 A9B5IB8<@B CDB69D<FP 6E9 6<8<@O9

EC9J<4?PAO9 BEB59AABEF< <;7BFB6?9A<S 8B>G@9AF4. �4:AB= BEB59AABEFPR QFB=

;484K< S6?S9FES A<;>4S FB?9D4AFABEFP > BL<5>4@ F<C4 ?B:AB7B ED454FO64A<S.

1FB E6S;4AAB E F9@, KFB 6 5B?PL<AEF69 EFD4A CBCOF>4 CD98NS6?9A<S ;4698B@B

CB889?PAB7B 8B>G@9AF4 G7B?B6AB CD9E?98G9FES, CBQFB@G ?B:AO9 ED454FO64A<S

>D4=A9 “FB>E<KAO”, IBFS 6A9LA9 QFB < A9 BK96<8AB.

&4><@ B5D4;B@ 6B;A<>49F 6AGFD9AA<9 CDBF<6BD9K<9, E B8AB= EFBDBAO,

A9B5IB8<@B @4>E<@4?PAB FM4F9?PA4S CDB69D>4 6E9I BEB59AABEF9= < 84AAOI,

E 8DG7B= EFBDBAO, ?B:AO9 ED454FO64A<S B5IB8SFES 8BDB7B. � CD<AJ<C9 CB8­

5BD CD46<?PAB7B CBDB74 ;46<E<F BF ECBEB54 < @9EF4 CD<@9A9A<S. � QFB= D45BF9

A9 EF46<FPES J9?P 89F4?PAB7B <EE?98B64A<S QFB7B 6BCDBE4. � A4EFBSM9@ D4;89­

?9 B7D4A<K<@ES CBEF4AB6>B= ;484K< < <EE?98G9@ BEAB6AO9 ECBEB5O >BAFDB?S:

E69D>G <;5OFBKAOI 84AAOI, ECBEB5O A4A9E9A<S F9>EFB6 < 4A4?<; C9K4F9=.

2.8.1 %69D>4 <;5OFBKAOI 84AAOI

"8A<@ <; CD<;A4>B6 CB8?<AABEF< S6?SRFES D4ECB;A4AAO9 E<@6B?O CB?9=.

�;-;4 BL<5B> BJ<HDB6>< B5D4;4 6B;@B:AB CBS6?9A<9 BL<5B> D4ECB;A464A<S.

"8A<@ <; ECBEB5B6 CB6OL9A<S A489:ABEF< D4ECB;A464A<S S6?S9FES B5N98<A9­

A<9 D9;G?PF4FB6 D4ECB;A464A<S 86GI <?< 5B?99 CB?9=, EB89D:4M<I B8AG < FG

:9 <AHBD@4J<R. #D<@9DB@ S6?S9FES ;47D4A<KAO= C4ECBDF 7D4:84A<A4 $(, 6

>BFBDB@ <AHBD@4J<S <; CB?S «(4@<?<S» 8G5?<DG9FES 6 K4EF< EFDB>< MRZ.

"K96<8AB, KFB EB6C489A<9 D9;G?PF4FB6 D4ECB;A464A<S 86GI B5D4;B6, EB89D:4­

M<I B8AG < FG :9 <AHBD@4J<R, CB6OL49F G69D9AABEFP 6 D9;G?PF4F9.

� 84AAB@ D4;89?9 D4EE@BFD9AO 6BCDBEO BJ9A>< A489:ABEF< D4ECB;A464­

A<S CB?9= G8BEFB69DSRM<I ?<KABEFP 8B>G@9AFB6 E 8G5?<DB64A<9@ <AHBD@4­

J<<.
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�9DBSFABEFA4S @B89?P

�6989@ @B89?P D4ECB;A464A<S F9>EF4 8B>G@9AF4. #GEFP <@99FES >BA9KAO=

4?H46<F A @AB:9EF64 8BCGEF<@OI E<@6B?B6. �G89@ EK<F4FP, KFB <;B5D4:9A<9

E<@6B?4 A4 8B>G@9AF9 – QFB Q?9@9AF A9>BFBDB7B @AB:9EF64 IA 6B;@B:AOI <;B5­

D4:9A<= E<@6B?B6. �6989@ 864 BC9D4FBD4.

1. T : IA → A – BFB5D4:9A<9, 6B;6D4M4RM99 <;B5D4:9AAO= E<@6B? BF

97B <;B5D4:9A<S.

2. G : IA → A – BC9D4FBD D4ECB;A464A<S, BFB5D4:9A<9, 6B;6D4M4RM99

D4ECB;A4AAO= E<@6B? BF <;B5D4:9A<S E<@6B?4.

�G89@ EK<F4FP, KFB BC9D4FBDO G < T BCD989?9AO < 89F9D@<A<DB64AO, 4 A4

CDBEFD4AEF69 IA ;484A4 E<7@4-4?795D4, BFABE<F9?PAB >BFBDB= T < G <;@9D<@O,

< 69DBSFABEFA4S @9D4 A4 A9=.

#GEFP S – @AB:9EF6B E?B6 H<>E<DB64AAB= 8?<AO, EBEF46?9AAOI <; E<@­

6B?B6 4?H46<F4 A, IS – @AB:9EF6B <;B5D4:9A<= E?B6 A4 8B>G@9AF9. �G89@

EK<F4FP, KFB Q?9@9AFO S – QFB GCBDS8BK9AAO9 A45BDO H<>E<DB64AAB= 8?<AO

Q?9@9AFB6 A, 4 Q?9@9AFO IS – GCBDS8BK9AAO9 A45BDO H<>E<DB64AAB= 8?<AO

Q?9@9AFB6 IA. C<7@4-4?795D4 A4 IS <A8GJ<DG9FES J<?<A8D<K9E><@< @AB:9EF64­

@<, B5D4;B64AAO@< CB Q?9@9AF4@ E<7@4-4?795DO IA < 6O5D4AAO@ CB;<J<S@ 6

A45BD9. $4EL<D<@ B5?4EFP BCD989?9A<S BC9D4FBDB6 G < T A4 E?B64.

1. T : IS → S – 6B;6D4M49F <;B5D4:9AAB9 E?B6B BF 97B <;B5D4:9A<S.

2. G : IS → S – 6B;6D4M49F D4ECB;A4AAB9 E?B6B BF <;B5D4:9A<S E?B64.

�4C<L9@ GE?B6<9 EB7?4EB64AABEF< 8?S <;B5D4:9A<= E?B6 < <;B5D4:9A<=

E<@6B?B6.

#GEFP

is = (ia1, ia2, . . . , ian), is ∈ IS, iak ∈ IA, k = 1, . . . , n, (2.11)

FB784

T (is) = s = (a1, a2, . . . , an) ⇔

⇔ T (ia1) = a1, T (ia2) = a2, . . . , T (ian) = an,

s ∈ S, ak ∈ A, k = 1, . . . , n.

(2.12)
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�G89@ EK<F4FP, KFB D4ECB;A464A<9 E?B6 CDB<EIB8<F CBE<@6B?PAB < A9;4­

6<E<@B:
G(is) = (G(ia1), G(ia2), . . . , G(ian)),

is ∈ IS, iak ∈ IA, k = 1, . . . , n.
(2.13)

$4ECB;A464A<9 E?B64

$4EE@BFD<@ GCDBM9AAGR 69DBSFABEFAGR @9DG A4 @AB:9EF69 IS. #D98CB­

?B:<@, KFB <;B5D4:9A<S E<@6B?B6 6 E?B64I, 8?<A4 <;B5D4:9AAB7B E?B64 –

A9;46<E<@O 6 EB6B>GCABEF<. &4> :9 CD98CB?B:<@, KFB <;B5D4:9A<S E<@6B?B6

6 E?B64I <@9RF B8<A4>B6B9 D4ECD989?9A<9. #GEFP A4@ <;69EFAO 69DBSFABEF<

P (G(ia) = b|T (ia) = a), ia ∈ IA, ∀ b, a ∈ A. (2.14)

�?S GCDBM9A<S, 5G89@ EK<F4FP, KFB

P (G(ia) = a|T (ia) = a) = p, p ∈ [0,1], ∀a ∈ A. (2.15)

'F69D:89A<9 1. #GEFP 84AB <;B5D4:9A<9 is E?B64 8?<AO n, FB784

P (G(is) = s|T (is) = s) = pn. (2.16)

�B>4;4F9?PEF6B. �4C<L9@

is = (ia1, ia2, . . . , ian), s = (a1, a2, . . . , an), (2.17)

FB784

P (G(is) = s|T (is) = s) = P (G(ia1) = a1, . . . , G(ian) = an). (2.18)

� CD98CB?B:9A<< A9;46<E<@BEF< <;B5D4:9A<= E<@6B?B6 ECD4698?<6B

P (G(ia1) = a1, . . . , G(ian) = an) =

= P (G(ia1) = a1)P (G(ia2) = a2) . . . (G(ian) = an) = pn.
(2.19)

"FER84 E?98G9F, KFB 69DBSFABEFP 69DAB7B D4ECB;A464A<S E?B64 Q>ECBA9A­

J<4?PAB G5O649F CD< G69?<K9A<< 8?<AO E?B64 6 F4>B= @B89?<. �4@9F<@ F4>:9,

KFB 6 84AAB= 69DBSFABEFAB= @B89?< 69DBSFABEFP 69DAB7B D4ECB;A464A<S A9 ;4­

6<E<F BF E<@6B?B6 6 E?B69, AB ;46<E<F BF 97B 8?<AO.
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$4ECB;A464A<9 A9E>B?P><I CB?9=

&9C9DP D4EE@BFD<@ 69DBSFABEFP EB7?4EB64AABEF< D9;G?PF4FB6 D4ECB;A464­

A<S 6 A9E>B?P><I CB?SI.

'F69D:89A<9 2. #GEFP <@99FES k <;B5D4:9A<= E?B64 is1, is2, . . . , isk,

A4 >BFBDOI <;B5D4:9AB E?B6B s 8?<AO n. "5B;A4K<@ ;4 H EB5OF<9

{T (is1) = T (is2) = . . . = T (isk) = s}. &B784 8?S 69DBSFABEF< EB6C489A<S D9­

;G?PF4FB6 D4ECB;A464A<S 69DAB

1) P (G(is1) = G(is2) = . . . = G(isk)|H) ⩽ (pk + (1− p)k)n,

2) P (G(is1) = G(is2) = . . . = G(isk)|H) ⩾

(

pk +
(1− p)k

(|A| − 1)k−1

)n

.
(2.20)

�B>4;4F9?PEF6B. �4C<L9@

isj = (iaj,1, iaj,2, . . . , iaj,n), j ∈ {1,2, . . . , k},

s = (a1, a2, . . . , an).
(2.21)

&B784

P (G(is1) = G(is2) = . . . = G(isk) = s|H) =

=
n
∏

j=1

P (G(ia1,j) = G(ia2,j) = . . . = G(iak,j)|H) .
(2.22)

�4:8GR 69DBSFABEFP 6 CDB<;6989A<< @B:AB ;4C<E4FP >4>

P (G(ia1,l) = G(ia2,l) = . . . = G(iak,l)|H) =

=
∑

j∈A

P (G(ia1,l) = j, . . . , G(iak,l) = j|H) =

= pk +
∑

j∈A\{al}

P (G(ia1,l) = j|H) . . . P (G(iak,l) = j|H).

(2.23)

"F@9F<@, KFB 69DBSFABEF< P (G(iai,l) = j|H) D46AO 8?S 6E9I i ∈ {1, . . . ,k},

6 E<?G B8<A4>B6B= D4ECD989?9AABEF< <;B5D4:9A<= E<@6B?B6. $9L<@ ;484KG BC­

F<@<;4J<<
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f(x1, x2, ..., xn) =
n
∑

j=1

xkj → min ,

xj ⩾ 0, j = 1, . . . , n,
n
∑

j=1

xj = a.

(2.24)

(GA>J<S �47D4A:4 CD<@9F E?98GRM<= 6<8

L(x, λ,µ) =
n
∑

j=1

xkj +
n
∑

j=1

µjxj + λ

(

n
∑

j=1

xj − a

)

. (2.25)

'E?B6<S <; F9BD9@O �GA4-&4>>9D4 [211]:

1) µjxj = 0, j = 1, . . . , n;

2) L′
λ =

n
∑

j=1

xj − a = 0;

3) L′
xj

= kxk−1
j + µj + λ = 0, j = 1, . . . , n; xj 6= 0.

(2.26)

#BE?9 CB?GK9A<S D9L9A<= E<EF9@O < A4IB:89A<S @<A<@G@4 ED98< A<I,

CB?GK49@ D9L9A<9 ;484K<

x1 = x2 = . . . = xn =
a

n
, (2.27)

<; QFB7B
∑

j∈A\{al}

P (G(ia1,l) = j|H) . . . P (G(iak,l) = j|H) ⩾

⩾ (|A| − 1)

(

1− p

|A| − 1

)k

,

(2.28)

F9@ E4@O@ CB?GK49@ 6FBDB9 A9D469AEF6B.

�DB@9 FB7B, <; ;484K<

f(x1, x2, ..., xn) =
n
∑

j=1

xkj → max (2.29)

<@99@

∑

j∈A\{al}

P (G(ia1,l) = j|H) . . . P (G(iak,l) = j|H) ⩽ (1− p)k. (2.30)
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�F4>, B>BAK4F9?PAB CB?GK49@

P (G(ia1,l) = G(ia2,l) = . . . = G(iak,l)|H) ⩽

⩽

n
∏

j=1

(pk + (1− p)k) = (pk + (1− p)k)n.
(2.31)

#9D6B9 A9D469AEF6B F4>:9 8B>4;4AB.

�9DBSFABEFP BL<5>< 6FBDB7B DB84

#DB<;6989@ BJ9A>G 69DBSFABEF< ?B:AB7B EB6C489A<S D9;G?PF4FB6 D4ECB­

;A464A<S CB?9=.

'F69D:89A<9 3. #GEFP <@99FES 2 <;B5D4:9A<S E?B6 is1, is2 8?<AO n. #GEFP

p > 0.5. "5B;A4K<@ ;4 H EB5OF<9 {T (is1) 6= T (is2)}. &B784 8?S 69DBSFABEF<

EB6C489A<S D9;G?PF4FB6 D4ECB;A464A<S 69DAB

P (G(is1) = G(is2)|H) ⩽ 2p(1− p)(p2 + (1− p)2)n−1. (2.32)

�B>4;4F9?PEF6B. �4C<L9@

isj = (iaj,1, iaj,2, . . . , iaj,n),

sj = (aj,1, aj,2, . . . , aj,n), j ∈ {1,2}.
(2.33)

"J9A<@ 69DBSFABEF< EB6C489A<S D9;G?PF4FB6 D4ECB;A464A<S <;B5D4:9A<=

D4;AOI 5G>6, A4IB8SM<IES 6 B8<A4>B6OI CB;<J<SI, 8?S 86GI D4;AOI <;B5D4:9­

A<= E?B6.
P (G(ia1,l) = G(ia2,l))|H) =

=
∑

j∈A

P (G(ia1,l) = j, G(ia2,l) = j|H) =

=
∑

j∈A

P (G(ia1,l) = j|H)P (G(ia2,l) = j|H) =

=p (P (G(ia1,l) = a2,l|H) + P (G(ia2,l) = a1,l|H))+

+
∑

j∈A\{a1,l,a2,l}

P (G(ia1,l) = j|H)P (G(ia2,l) = j|H).

(2.34)
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%89?49@ BJ9A>G E69DIG 6 CD98CB?B:9A<< p > 0.5. �A4?B7<KAB 8B>4;4F9?P­

EF6G 6FBDB7B A9D469AEF64 <; GF69D:89A<S 2

∑

j∈A\{a1,l,a2,l}

P (G(ia1,l) = j|H)P (G(ia2,l) = j|H) ⩽

⩽(1− p− P (G(ia1,l) = a2,l|H))(1− p− P (G(ia2,l) = a1,l|H)).

(2.35)

&B784

P (G(ia1,l) = G(ia2,l))|H) ⩽

⩽ p (P (G(ia1,l) = a2,l|H) + P (G(ia2,l) = a1,l|H))+

+ (1− p− P (G(ia1,l) = a2,l|H))(1− p− P (G(ia2,l) = a1,l|H)).

(2.36)

�6989@ B5B;A4K9A<S

P (G(ia1,l) = a2,l|H) = p1 ∈ [0, 1− p],

P (G(ia2,l) = a1,l|H) = p2 ∈ [0, 1− p],

F (p1, p2) = p (p1 + p2) + (1− p− p1)(1− p− p2).

(2.37)

�?S HGA>J<< F (p1, p2) ECD4698?<6B

F (p1, p2)
′
p1
= p− (1− p− p2) = 2p− 1 + p2 ⩾ 0,

F.>. 2p− 1 > 0; p2 ⩾ 0.

�A4?B7<KAB F (p1, p2)
′
p2
⩾ 0.

(2.38)

%?98B64F9?PAB, HGA>J<S F CD<A<@49F E6B= @4>E<@G@ A4 CD46OI 7D4A<J4I

;A4K9A<= p1 < p2. &4><@ B5D4;B@,

P (G(ia1,l) = G(ia2,l))|H) = F (p1, p2) ⩽

⩽ F (1− p, 1− p) = 2p(1− p).
(2.39)

&4> >4> 69DBSFABEFP EB6C489A<S D9;G?PF4FB6 D4ECB;A464A<S iam,j < iam,j

6OL9 CD< T (iam,j) = T (ial,j), p > 0.5, FB 8?S BJ9A>< E69DIG @B:AB EK<F4FP, KFB

E?B64 EB6C484RF 6B 6E9I CB;<J<SI >DB@9 B8AB=. "J9A>4 E69DIG CD< T (iam,j) =

T (ial,j) 5O?4 CB?GK9A4 6 GF69D:89A<< 2 < D46A4 p
2 + (1− p)2. &B784

P (G(is1) = G(is2))|H) ⩽ 2p(1− p)(p2 + (1− p)2)n−1. (2.40)
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#D<@9A9A<9 BJ9AB> > 69DBSFABEF< D4ECB;A464A<S 84FO

#D<@9A<@ CB?GK9AAO9 BJ9A>< > ;484K9 D4ECB;A464A<S 84FO 6 A9E>B?P><I

CB?SI. �G89@ EK<F4FP, KFB 84F4 QFB E?B6B 8?<AO 6 (2 E<@6B?4 8AS, 2 – @9ESJ4,

2 – 7B84) E E<@6B?4@< <; 4?H46<F4 @BMABEF< 10. &B784 <; GF69D:89A<S 1,

69DBSFABEFP 69DAB7B D4ECB;A464A<S 84FO 6 B8AB@ CB?9 EBBF69FEF6G9F HGA>J<<

p6, 7D4H<> >BFBDB= <;B5D4:ёA A4 D<EGA>9 2.29, 789 CB 7BD<;BAF4?PAB= BE<

BF@9K9AB ;A4K9A<9 C4D4@9FD4 p, 4 CB 69DF<>4?PAB= <E>B@4S 69DBSFABEFP.

�D4H<> <??REFD<DG9F, KFB 84:9 CD< B5M9= 8?S J<HD 69DBSFABEF< 69DAB7B

D4ECB;A464A<S D46AB= 0.98, 69DBSFABEFP 69DAB7B D4ECB;A464A<S J9?B7B CB?S

D46A4 0.8858. �?S J9?96B7B >4K9EF64 D4ECB;A464A<S CB?S 84FO 6 0.98 A9B5IB­

8<@B D4ECB;A464FP J<HDO E >4K9EF6B@ A9 @9APL9 0.9966. "5D4FAO= 7D4H<>

<;B5D4:9A A4 D<EGA>9 2.30.

#GEFP E<EF9@4 8?S CDB69D>< 8B>G@9AF4 A4 CB8?<AABEFP CDB69DS9F EB6C4­

89A<9 A9>BFBDOI D9;G?PF4FB6 D4ECB;A464A<= 97B CB?9=, CD<K9@ 6 E?GK49 IBFS

5O B8AB7B A9EB6C489A<S A9 CB8F69D:849F CB8?<AABEFP. !4;B69@ E<FG4J<R ?B:­

AO@ ED454FO64A<9@, 9E?< E?B64 6 CB?SI 6 89=EF6<F9?PABEF< EB6C484RF, AB <I

D9;G?PF4FO D4ECB;A464A<= 6 EB6B>GCABEF< D4;?<KAO. 1FB Q>6<64?9AFAB FB@G,

KFB A4 6IB8 E<EF9@9 84A CB8?<AAO= 8B>G@9AF, AB E<EF9@4 A9 CB8F69D8<?4 97B

CB8?<AABEFP. #D98CB?B:<@, KFB 8?S CDB69D>< E<EF9@B= 8B>G@9AF4 A4 CB8?<A­

ABEFP A9B5IB8<@B CDB69D<FP A4 EB6C489A<9 K9FOD9 CB?S 84FO, 6BECB?P;G9@ES

BJ9A>B= <; GF69D:89A<S 2. �D4H<> A<:A9= BJ9A>< 69DBSFABEF< EB6C489A<S

D4ECB;A464A<= CD< GE?B6<< 89=EF6<F9?PAB7B EB6C489A<S 84F 6 CB?SI <;B5D4:ёA

A4 D<EGA>9 2.31. «1>ECBA9AJ<4?PAO=» QHH9>F GE<?<649FES 6 F4>B= CBEF4AB6>9,

CD< D4ECB;A464A<< J<HDO E >4K9EF6B@ 0.98 @O <@99@ 69DBSFABEFP ?B:AB7B

ED454FO64A<S 1− 0.6158 6 IG8L9@ E?GK49.

#GEFP 9EFP 864 CB?S E A9EB6C484RM9= 84FB=, 7D4H<> 69DIA9= BJ9A><

69DBSFABEF< CB8F69D8<FP <I D469AEF6B CB D9;G?PF4FG D4ECB;A464A<S <;B5D4­

:9A A4 D<EGA>9 2.32 ;9?9AO@ J69FB@. "F@9F<@, KFB 6 D94?PABEF< 69DBSFABEFP

CB?GK<FP B8<A4>B6O= D9;G?PF4F D4ECB;A464A<S 8?S 86GI A9EB6C484RM<I 84F

5G89F 5?<;>4 > 7D4H<>G FB?P>B 6 F9I E?GK4SI, 789 84FO D4;?<K4RFES FB?P>B CB

B8AB@G E<@6B?G, F4> 5O?4 CBEFDB9A4 BJ9A>4 6 GF69D:89A<< 3. �?S ED46A9A<S
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A4 D<EGA>9 2.32 E<A<@ J69FB@ <;B5D4:9A 7D4H<> 69DIA9= BJ9A>< FB= :9 69DB­

SFABEF<, AB CD< D4;?<K<< E<@6B?B6 B5B<I 84F 6B 6E9I CB;<J<SI. 1FBF 7D4H<>

;4849FES GD46A9A<9@ y = (2x (1− x))n, >BFBDB9 ?97>B CB?GK<FP, <ECB?P;GS

>BAEFDG>J<< <; 6O6B84 GF69D:89A<S 3. !4?<K<9 A9FD<6<4?PAB7B Q>EFD9@G@4 G

;9?9AB7B 7D4H<>4 @B:AB B5NSEA<FP F9@, KFB CD< DBEF9 p 69DBSFABEFP CB8F69D­

8<FP D469AEF6B 6 n − 1 D94?PAB EB6C484RM9= CB;<J<< G69?<K<649FES, AB CD<

QFB@ 69DBSFABEFP CB8F69D8<FP D469AEF6B 6 A9EB6C484RM9= CB;<J<< BEF49FES EG­

M9EF69AAB=, F9@ E4@O@ B5M4S 69DBSFABEFP CB8F69D8<FP D469AEF6B 84F D4EF9F;

AB >B784 p EF4AB6<FES E?<L>B@ 5B?PL<@, @O CBKF< A469DAB9 A9 CB8F69D:849@

D469AEF6B 6 A9EB6C484RM9= CB;<J<< < B5M4S 69DBSFABEFP CB8F69D8<FP D469A­

EF6B 84F EFD9@<FPES > AG?R.

#D<6989@ CD<@9D D4EK9F4 A9B5IB8<@B= FBKABEF< D4ECB;A464A<S E<@6B?4

8?S J9?96B7B >4K9EF64 0.01 CB ?B:AO@ ED454FO64A<S@ 6 E?GK49 FD9I CB?9=.

#GEFP 6 CB?SI <;B5D4:9AO FD< 84FO 8?<AO 6. #B CGA>FG 1 GF69D:89A<S 2 <@99@

1− 0.01 ⩽ (p3 + (1− p)3)6,

0.99833 ⩽ 3p2 − 3p+ 1,

p ⩾ 0.99944.

(2.41)

&BKABEFP D4ECB;A464A<S E<@6B?4 0.99944 S6?S9FES A9B5IB8<@B= 8?S ;4­

84AAB= J9?96B= 69DBSFABEF<, AB 8BEF4FBKA4S FBKABEFP 5G89F 5?<;>4 > 84AAB=,

F4> >4> CD46O9 K4EF< CGA>FB6 1 < 2 <; GF69D:89A<S 2 4E<@CFBF<K9E>< D46AO

CD< p → 1.

#DB6989@ K<E?9AAO= Q>EC9D<@9AF 8?S ID-8B>G@9AF4, EBEFBSM97B <; CSF<

CB?9= (H4@<?<S, <@S, BFK9EF6B, CB?, 84F4), >4:8B9 <; >BFBDOI CD<EGFEF6G9F

6 86GI Q>;9@C?SD4I: A9CBED98EF69AAB < >4> K4EFP MRZ-EFDB><). $4EEK<F49@

8BEF4FBKAGR FBKABEFP D4ECB;A464A<S B8AB7B E<@6B?4 8?S B59EC9K9A<S J9?96B­

7B >4K9EF64 CB ?B:AO@ ED454FO64A<S@, D46AB7B 0.01. "5B;A4K<@ <;B5D4:9A<S

E?B6 6 C4D4I CB?9= H4@<?<<, <@9A<, BFK9EF64, CB?4 < 84FO ;4

(is1, is2), (in1, in2), (ip1, ip2), (ie1, ie2), (id1,id2) (2.42)

EBBF69FEF69AAB.

�?H46<F 8?S H4@<?<<, <@9A<, BFK9EF64 EBEFB<F <; 33 5G>6, 8?S CB?4 <;

2, 8?S 84FO <; 10.
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�@99@

P (G(is1) = G(is2), G(in1) = G(in2), . . . , G(id1) = G(id2))) =

= P (G(is1) = G(is2)) . . . P (G(id1) = G(id2))) ,
(2.43)

6 E<?G A9;46<E<@BEF< D4ECB;A464A<=. #B GF69D:89A<R 2 CB?GK49@

P (G(is1) = G(is2)) . . . P (G(id1) = G(id2))) ⩾
(

p2 +
(1− p)2

32

)l
(

p2 + (1− p)2
)

(

p2 +
(1− p)2

9

)6

⩾ 0.99,
(2.44)

789 l EG@@4DA4S 8?<A4 H4@<?<<, <@9A< < BFK9EF64.

!4=8S A4<@9APLGR FBKABEFP D4ECB;A464A<S E<@6B?4 p <; F4><I A9D4­

69AEF6 CD< H<>E<DB64AAOI l < 6;S6 Q@C<D<K9E>B9 D4ECD989?9A<9 l, @O CB?GK<?<

@4F9@4F<K9E>B9 B:<84A<9 p CB D4ECD989?9A<R l, D46AB9 0.99983.

$<EGAB> 2.29 — �9DBSFABEFP 69DAB7B D4ECB;A464A<S 84FO 6 B8AB@ CB?9.

2.8.2 $4ECB;A464A<9 F9>EF4 A4 <;B5D4:9A<< BFF<E>4 C9K4F<

#9K4F< < LF4@CO <7D4RF 64:AGR DB?P CD< D4EE@BFD9A<< ;484K< D4ECB­

;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP. #B@<@B CD<84A<S A9B5IB8<­

@B= RD<8<K9E>B= E<?O 8B>G@9AFG, C9K4F< < LF4@CO ;4K4EFGR <ECB?P;GRFES

8?S >BAFDB?S 64?<8ABEF< < CB8?<AABEF<.
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$<EGAB> 2.30 — �46<E<@BEFP A9B5IB8<@B7B >4K9EF64 D4ECB;A464A<S J<HDO 8?S

D4ECB;A464A<S CB?S E ;484AAB= 69DBSFABEFPR.

$<EGAB> 2.31 — �9DBSFABEFP EB6C489A<S D9;G?PF4FB6 D4ECB;A464A<S K9FOD9I

CB?9= 84F, CD< <I EB6C489A<< 6 D94?PABEF<.

!4<5B?PLGR CBCG?SDABEFP 6 $BEE<=E>B= (989D4J<< CB?GK<?< C9K4F<

>DG7?B= HBD@O. #D< QFB@, 68B?P B5B84 F4>B= C9K4F< CD<ASFB A4ABE<FP RD<8<­

K9E>< ;A4K<@GR <AHBD@4J<R (<A8<6<8G4?PAO9 AB@9D4 BF89?9A<= BD74A<;4J<=,

�!! RD<8<K9E><I ?<J < F. C.). $4ECB;A464A<9 F4>B7B F9>EF4 S6?S9FES BF89?PAB=
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$<EGAB> 2.32 — �9DBSFABEFP EB6C489A<S D9;G?PF4FB6 D4ECB;A464A<S 86GI CB?9=

84F, CD< <I D4;?<K<< 6 D94?PABEF<, ;9?9AO@ CB>4;4A 7D4H<> CD< D4;?<K<< 6

B8AB= CB;<J<<, E<A<@ – 6B 6E9I CB;<J<SI.

64:AB= CB8;484K9= B5M9= ;484K< D4ECB;A464A<S 8B>G@9AF4, G8BEFB69DSRM97B

?<KABEFP.

� A4EFBSM9@ D4;89?9 5G89F CD98EF46?9A ECBEB5 D4ECB;A464A<S BFF<E>B6

>DG7?OI C9K4F9= A4 CD<@9D9 B5M97D4:84AE>B7B C4ECBDF4 7D4:84A<A4 $(, >B­

FBDO= 6 EBBF69FEF6<< E FD95B64A<S@< EB89D:<F BFF<E> C9K4F< BD74A4 6O84K<

8B>G@9AF4.

�B>4?<;4J<S BFF<E>4 C9K4F<

�484K4 ?B>4?<;4J<< BFF<E>4 C9K4F< A4 ABD@4?<;B64AAB@ <;B5D4:9A<<

8B>G@9AF4 BFABE<FES > >?4EEG ;484K 89F9>J<< B5N9>FB6 < ;4>?RK49FES 6 BCD9­

89?9A<< FBKAB7B CB?B:9A<S <;B5D4:9A<S BFF<E>4 C9K4F<.

� >4K9EF69 @9FB84 89F9>J<< FBKAB7B CB?B:9A<S C9K4F< @B7GF <ECB?P;B­

64FPES E?98GRM<9 CB8IB8O:

1. "5B5M9AAB9 CD9B5D4;B64A<9 )4H4. �?S >4:8B= FBK>< A4 <;B5D4:9A<<

EGM9EF6G9F >BA9KAB9 @AB:9EF6B B>DG:ABEF9=, >BFBDO@ BA4 @B:9F CD<A48­

?9:4FP. &B784, F.>. B>DG:ABEFP ;4849FES FD9@S C4D4@9FD4@< (>BBD8<A4F4@<
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J9AFD4 < D48<GEB@), 6698S FD9I@9DAO= @4EE<6 (4>>G@G?SFBD), @B:AB CDB69EF<

CDBJ98GDG 7B?BEB64A<S, 789 >4:84S FBK>4 7B?BEG9F ;4 6E9 B>DG:ABEF<, >BFBDO@

BA4 @B:9F CD<A48?9:4FP, CB598<F9?9= >BFBDB= @B:AB B5NS6<FP <EF<AAO@<

B>DG:ABEFS@<, EBBF69FEF6GRM<@< CB?B:9A<S@ C9K4F9= [212].

2.  9FB8 �<B?O < �:BAE4. �4AAO= @9FB8 CB;6B?S9F E CB@BMPR F9IA<><

@4L<AAB7B B5GK9A<S CBEFDB<FP 5<A4DAO= >?4EE<H<>4FBD, >BFBDO= E CB@BMPR

@9FB84 E>B?P;SM97B B>A4 <ECB?P;G9FES 8?S D9L9A<S ;484K< ?B>4?<;4J<< <E>B­

@B7B B5N9>F4 [213].

3. �CCDB>E<@4J<S >B@CBA9AF E6S;ABEF< >D496 <;B5D4:9A<S H<7GD4@< <E­

>B@B= HBD@O. !4 5<A4DAB@ <;B5D4:9A<<, S6?SRM9@ES D9;G?PF4FB@ D45BFO

89F9>FBD4 �4AA<, @B:AB 6O89?<FP 7DGCCO C<>E9?9=, FD4A;<F<6AB EBE98EF6G­

RM<I 8DG7 E 8DG7B@ CB B8AB@G <; 8-@< A4CD46?9A<=. &4><9 @AB:9EF64 5G89@

A4;O64FP FD9>4@<. �E?< A4 <EIB8AB@ <;B5D4:9A<< 5O?< C9K4F<, FB EBBF69FEF6G­

RM<9 FD9>< 5G8GF CBIB:< A4 8G7G B>DG:ABEF<. #B<E> < 4A4?<; F4><I FD9>B6

CB;6B?S9F ?B>4?<;B64FP C9K4F< A4 <EIB8AB@ <;B5D4:9A<<.

!BD@4?<;4J<S <;B5D4:9A<S F9>EFB6B= EFDB><

�?S CD<@9A9A<S @9FB8B6 BCF<K9E>B7B D4ECB;A464A<S F9>EF4 > <;B5D4:9­

A<R C9K4F< ;BA4 F9>EF4 79B@9FD<K9E>< ABD@4?<;G9FES: CDB<EIB8<F «D4;6BDBF»

>DG7?B= (>DG7B6B=) CB?BEO C9K4F< A4 <;B5D4:9A<< B 6 CDS@BG7B?PA<>.

#GEFP ;484AO CD98CB?4749@O= D48<GE C9K4F< Rpred, :9?49@O= BFEFGC BF

>D4S C9K4F< indent, L<D<A4 6OD9;49@B= CB?BEO strip < >BBD8<A4FO J9AFD4

Cstamp (Cx ,Cy).

#GEFP A9B5IB8<@4S 6OEBF4 <FB7B6B7B «D4;69DAGFB7B» CDS@BG7B?PA<>4

Hunwrap (E@. D<EGAB> 2.34). ,<D<A4 «D4;69DAGFB7B» CDS@BG7B?PA<>4 D4EEK<­

FO649FES F4> (6 EBBF69FEF6<< E 8?<AB= B>DG:ABEF< D48<GE4 (Rpred − indent):

Wunwrap = 2 · π · (Rpred − indent). (2.45)

�?S >4:8B= FBK>< «D4;69DAGFB7B» <;B5D4:9A<S D4EEK<FO649FES EBBF­

69FEF6GRM4S 9= FBK>4 <EIB8AB7B. #GEFP <89F D4EK9F >BBD8<A4F FBK>< Psrc

EBBF69FEF6GRM9= FBK>9 «D4;69DAGFB7B» <;B5D4:9A<S Pdst (row,col). #BDS8B>

6OK<E?9A<= E?98GRM<=:
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$<EGAB> 2.33 — %FDG>FGDA4S EI9@4 BFF<E>4 >DG7?B= C9K4F<.

$<EGAB> 2.34 — %I9@4 «D4;6BDBF4» BFF<E>4 C9K4F<.

1. �OK<E?SRF D4EEFBSA<9 BF Psrc 8B 6A9LA9= B>DG:ABEF< 6OD9;49@B= CB­

?BEO:

distance2strip_border = strip ∗ (1.0 − row/Hunwrap). (2.46)

2. �OK<E?SRF D4EEFBSA<9 BF Psrc 8B 6A9LA9= B>DG:ABEF< C9K4F<:

distance2stamp_border = indent + distance2strip_border. (2.47)

3. �OK<E?SRF D4EEFBSA<9 BF Psrc 8B J9AFD4 C9K4F< Cstamp

distance2center = Rpred − distance2stamp_border. (2.48)

4. �OK<E?SRF G7B? @9:8G 7BD<;BAF4?PR < BFD9;>B@ CPsrc CB K4EB6B=

EFD9?>9:

α = 2 ∗ π ∗ (1− col/Wunwrap). (2.49)
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5. �OK<E?SRF >BBD8<A4FO Psrc CBEK<F46 E86<7< 68B?P BE9= >BBD8<A4F Psrc

BF J9AFD4 C9K4F<:

x = Cx − distance2center ∗ cos(α)y = Cy − distance2center ∗ sin(α)

(2.50)

&4><@ B5D4;B@, FBK>9 Pdst (row,col) EBBF69FEF6G9F FBK>4 Psrc (x,y).

$9;G?PF4F CD98EF46?9A A4 D<EGA>9 2.35.

$<EGAB> 2.35 — #D<@9D «D4;6BDBF4» BFF<E>4 C9K4F<.

#B<E> < D4ECB;A464A<9 B5?4EF< >B84 CB8D4;89?9A<S

#BE?9 «D4;6BDBF4» F9>EFB6B= EFDB>< A9B5IB8<@B 6OCB?A<FP ?B>4?<;4J<R

J9?96B7B F9>EF4. �B8 CB8D4;89?9A<S A4ABE<FES CB L45?BAG XXX-XXX. �?47B­

84DS A4?<K<R L45?BA4, A9CBED98EF69AAB CB<E> B5?4EF< >B84 CB8D4;89?9A<S

@B:AB 6OCB?A<FP E CB@BMPR 4?7BD<F@4 �<B?O < �:BAE4 A4 <;B5D4:9A<<.

$4ECB;A464A<9 >B84 CB8D4;89?9A<S A4 <;B5D4:9A<< CDB<;6B8SF E CB@B­

MPR BCF<K9E>B7B D4ECB;A464A<S E<@6B?B6. $9;G?PF4FB@ S6?S9FES F9>EFB64S

EFDB>4 E 4?PF9DA4F<64@< < BJ9A>4@< D4ECB;A464A<S, F4>:9 A4;O649@4S @4F­

D<J9= 4?PF9DA4F<6 <?< �$-J9CP. #DBJ9EE CDB<EIB8<F E?98GRM<@ B5D4;B@: D4E­

CB;A4649@4S ;BA4 (EFDB>4) B5?4849F @4EE<6B@ FBK9> D4;D9;4A<S x0, x1, . . . , xN .

�?S >4:8B= <; C4D FBK9> xi < xj B5D4; E<@6B?4 D4ECB;A49FES @9FB8B@, 84RM<@

LFD4HAGR BJ9A>G r(xi, xj). �?S CGF9= τ, S6?SRM<IES CB8@AB:9EF6B@ <EIB8AB­

7B A45BD4 BFD9;>B6 D4;D9;4A<S, CB8EK<FO649FES @9D4 m (τ) >4> A4<@9APL4S <;

BJ9AB> C4D EBE98A<I FBK9> D4;D9;4A<S r (xi, xi+1). *9?PR S6?S9FES A4IB:89A<9

CGF< E @4>E<@4?PAB= BJ9A>B= m (τ). "CF<@4?PAO= CGFP BCD989?S9FES E CB@B­

MPR 8<A4@<K9E>B7B CDB7D4@@<DB64A<S, BC<D4RM97BES 6 >4:8B@ BFD9;>9 A4

G:9 CBEFDB9AAO9 BCF<@4?PAO9 CGF< 6 CDB@9:GFBKAO9 FBK><, QF<@ 8BEF<749FES
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CBEFDB9A<9 BCF<@4?PAB7B CGF<, 698GM97B <; A4K4?PAB= FBK>< ;BAO E97@9AF4­

J<< 6 99 >BA9KAGR FBK>G ;4 B8<A CDBIB8.

!4 D<EGA>9 2.36 CD<6989A CD<@9D @4FD<JO 4?PF9DA4F<6 (�$-J9C<), EBBF­

69FEF6GRM9= <;B5D4:9A<R AB@9D4.

$<EGAB> 2.36 — #D<@9D @4FD<JO 4?PF9DA4F<6 (�$-J9C<), EBBF69FEF6GRM9=

<;B5D4:9A<R AB@9D4.

2.8.3 �BAFDB?P ECBEB54 A4A9E9A<S F9>EFB6B= <AHBD@4J<<

% J9?PR B59EC9K9A<S 8B?:AB7B GDB6AS 8B?7B69KABEF< 8B>G@9AF4, 4 F4>:9

8?S CD<84A<S 8BCB?A<F9?PAB= ;4M<FO BF H4?PE<H<>4J<<, 6 8B>G@9AF4I, G8B­

EFB69DSRM<I ?<KABEFP, <ECB?P;GRFES D4;?<KAO9 F9IA<>< A4A9E9A<S F9>EFB6B=

<AHBD@4J<<. &4>, A4CD<@9D, 6 F9>EFB6OI CB?S CB@<@B FD48<J<BAAOI ECBEB5B6

C9K4F< (?4;9DAB=, EFDG=AB=, FD4H4D9FAB= <?< BHE9FAB=) @B7GF CD<@9ASFPES

?4;9DA4S 7D46<DB6>4, ?4;9DA4S C9DHBD4J<S, Q@5BEE<DB64A<9 E<@6B?B6 < 8DG­

7<9 (E@. D<EGAB> 2.37).

�DB@9 FB7B, 64:AB= ;484K9= S6?S9FES >BAFDB?P E9@9=EF64 < A4K9DF4­

A<= LD<HFB6, >BFBDO9 <ECB?P;B64?<EP CD< A4A9E9A<< F9>EFB6OI 84AAOI. �

5B?PL<AEF69 EFD4A CD< BC<E4A<< EF4A84DFB6 BHBD@?9A<S 8B>G@9AFB6, G8BEFB­

69DSRM<I ?<KABEFP, :9EF>B D97?4@9AF<DB64AO LD<HFO, >BFBDO@< 8B?:AO A4­

ABE<FPES F9>EFB6O9 CB?S (E@. D<EGAB> 2.38). "FEFGC?9A<9 BF 84AAOI EF4A84DFB6

S6?S9FES, 6 K4EFABEF<, ;A4K<@O@< CD<;A4>B@ CD98NS6?9A<S H4?PE<H<>4J<<

6@9EFB BD<7<A4?PAB7B 8B>G@9AF4.
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$<EGAB> 2.37 — #D<@9DO F9>EF4, A4A9E9AAB7B @9FB8B@ ?4;9DAB= 7D46<DB6>< E

F4>F<?PAO@ QHH9>FB@ (E?964) < ?4;9DAB= C9DHBD4J<< (ECD464).

$<EGAB> 2.38 — #D<@9DO <ECB?P;G9@OI LD<HFB6 CD< <;7BFB6?9A<< (E?964 A4­

CD46B) 5D<F4AE><I 6B8<F9?PE><I G8BEFB69D9A<=, A9@9J><I <89AF<H<>4J<BAAOI

>4DF < H<?<CC<AE><I <89AF<H<>4J<BAAOI >4DF.

&4><@ B5D4;B@, CDB69D>4 ECBEB54 A4A9E9A<S F9>EFB6OI CB?9= CB <;B5D4­

:9A<R 8B>G@9AF4, G8BEFB69DSRM97B ?<KABEFP, S6?S9FES 64:AB= CB8;484K9= 6

D4@>4I ;484K< D4ECB;A464A<S ID 8B>G@9AFB6.

� A4EFBSM9@ D4;89?9 BC<E4A ECBEB5 CBEFDB9A<S CB8E<EF9@O >BAFDB?S

ECBEB54 A4A9E9A<S F9>EFB6OI CB?9= < 6OS6?9A<S 4AB@4?<= E <ECB?P;B64A<9@

<AEFDG@9AF4 CB?ABE6S;AOI A9=DBAAOI E9F9=.

$4EE@BFD<@ E?98GRMGR ;484KG. #GEFP 8?S BCD989?9AAB7B >?4EE4 8B>G­

@9AFB6, G8BEFB69DSRM<I ?<KABEFP, ;484AAO9 F9>EFB6O9 CB?S E FBK>< ;D9A<S

BEB59AABEF< A4A9E9A<S B5?484RF E6B=EF6B@ A. #GEFP 9EFP <EE?98G9@B9 <;B5­

D4:9A<9 F9>EFB6B7B CB?S f . !9B5IB8<@B CDB69D<FP A4?<K<9 E6B=EF64 A G

<EE?98G9@B7B <;B5D4:9A<S F9>EFB6B7B CB?S f .

�?7BD<F@ D9L9A<S EHBD@G?<DB64AAB= ;484K< 5G89@ EFDB<FP A4 54;9 5<­

A4DAB7B A9=DBE9F96B7B 89F9>FBD4, CD98EF46?SRM97B <; E95S CB?ABE69DFBKAGR

A9=DBAAGR E9FP, >BFBD4S 6 D9;G?PF4F9 B5D45BF>< <;B5D4:9A<S F9>EFB6B7B CB?S

f EFDB<F >4DFG BJ9AB> CD<EGFEF6<S < BFEGFEF6<S E6B=EF64 A 6 >4:8B= FBK­

>9 <;B5D4:9A<S f .

�?7BD<F@ CD98CB?4749F 4A4?<; 7BD<;BAF4?PAOI F9>EFB6OI CB?9=. #BQFB­

@G BF BJ9AB> CD<EGFEF6<S <EE?98G9@B7B E6B=EF64 6 >4:8B@ C<>E9?9 @B:9@
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C9D9=F< > <AF97D4?PAB= BJ9A>9 68B?P >4:8B= 69DF<>4?PAB= ?<A<<. #GEFP ωi
A

< ωi
A
– <AF97D4?PAO9 BJ9A>< CD<EGFEF6<S < BFEGFEF6<S E6B=EF64 A CB 69DF<­
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∑
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∑
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ωi
A
. (2.51)
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66B84 < 4A4?<;4 8B>G@9AFB6 A4 @B5<?PAOI GEFDB=EF64I, CDB8B?:4RF 6OF9EASFP

FD48<J<BAAO9 EF4J<BA4DAO9 E<EF9@O. $4;6<F<9 F9IAB?B7<= F9IA<K9E>B7B ;D9­

A<S E CD<@9A9A<9@ @B5<?PAOI GEFDB=EF6 6 GE?B6<SI 4CC4D4FAOI B7D4A<K9A<=,

E6S;4AAOI E A<@<, EF4AB6<FES 6E9 5B?99 4>FG4?PAB= ;484K9=.

�?4EE<K9E><9 E<EF9@O D4ECB;A464A<S < 46FB@4F<K9E>B7B 66B84 CD98CB­

?474RF <ECB?P;B64A<9 E>4A<DB64AAB7B <;B5D4:9A<S <?< HBFB7D4H<< B5N9>F4
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6 >4K9EF69 97B BJ<HDB64AAB7B CD98EF46?9A<S. #D< <ECB?P;B64A<< @B5<?PAOI

GEFDB=EF6 8?S BJ<HDB6>< B5D4;B6 D4ECB;A4649@OI B5N9>FB6 6B;A<>49F 8BCB?­

A<F9?PA4S 6B;@B:ABEFP <ECB?P;B64FP 6<89BCBFB> J<HDB6B= >4@9DO CB@<@B

BF89?PAOI HBFB7D4H<= <?< >48DB6. #DBJ9EE HBFB7D4H<< B5N9>F4 CD< CB@BM<

EB6D9@9AAOI @B5<?PAOI GEFDB=EF6 CD98CB?4749F QF4C “A46989A<S” BC9D4FBDB@

B5N9>F<64 >4@9DO A4 B5N9>F E BFB5D4:9A<9@ >48DB6 6<89BCBFB>4 A4 Q>D4A9

GEFDB=EF64 6 D94?PAB@ 6D9@9A< 8?S >BAFDB?S BC9D4FBD4. � E?GK49, 9E?< B5D4­

5BF>4 <;B5D4:9A<S CDB<;6B8<FES E B8AB7B <;B5D4:9A<S, <AHBD@4J<S, >BFBD4S

EB89D:<FES 6 ;4I64K9AAOI CD9864D<F9?PAOI >48D4I <ECB?P;G9FES ?<LP >BE69A­

AB (BC9D4FBDB@). #D< D4EE@BFD9A<< J9?PAB7B 6<89BCBFB>4 6 >4K9EF69 J<HDB6B7B

B5D4;4 B5N9>F4 CBS6?S9FES 6B;@B:ABEFP <ECB?P;B64FP 7BD4;8B 5B?PL9 6<;G4?P­

AB= <AHBD@4J<< [214].

$<EGAB> 3.1 — #DBJ9EE EN9@>< <89AF<H<>4J<BAAB7B 8B>G@9AF4 CD< CB@BM<

@B5<?PAB7B GEFDB=EF64 (6 >4K9EF69 8B>G@9AF4 <ECB?P;G9FES @4>9F <89AF<H<>4­

J<BAAB= >4DFO �9D@4A<<).

�ECB?P;B64A<9 6<89BCBFB>4 CB;6B?S9F D9L4FP ;484K<, A98BEFGCAO9 8?S

D9L9A<S CD< 4A4?<;9 B8<ABKAB= HBFB7D4H<<. �A9LA<9 GE?B6<S EN9@>< @B7GF

CD<69EF< > FB@G, KFB D4ECB;A4649@O= B5N9>F E<?PAB <E>4:9A A4 B8<ABKAB@

<;B5D4:9A<< [215]. #D<@9DB@ S6?S9FES 5?<> BF CDBFS:9AAB7B <EFBKA<>4 E69­

F4, CDBS6?SRM<=ES A4 7?SAJ96B= CB69DIABEF< C?BE>B7B B5N9>F4 (E@. D<E. 3.1)

#BE>B?P>G 6 6<89BCBFB>9 79B@9FD<K9E>B9 CB?B:9A<9 EA<@49@B7B B5N9>F4, >4>

CD46<?B, @9AS9FES @9:8G >48D4@<, 5?<> F4>:9 “E86<749FES”, KFB CB;6B?S9F

CB?GK<FP <AHBD@4J<R B E>DO649@B@ B5N9>F9 A4 8DG7B@ >48D9 6<89BCBFB>4.

%GM9EF6GRF F4>:9 64:AO= >?4EE B5N9>FB6, 89F9>F<DB64A<9 < D4ECB;A464A<9

>BFBDOI A96B;@B:AB A4 B8<ABKAOI EA<@>4I – > CD<@9DG, 7B?B7D4H<K9E><9 Q?9­
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@9AFO ;4M<FO, >BFBDO9 A4 98<A<KAOI <;B5D4:9A<SI @B7GF 5OFP A9BF?<K<@O

BF 5?<>B6 <?< D<EGA>B6 [215].

�?46AO@ BF?<K<9@ 6<89BCBFB>4 >4> J<HDB6B7B B5D4;4 D4ECB;A4649@B7B

B5N9>F4 S6?S9FES FBF H4>F, KFB 8?S B8AB7B < FB7B :9 B5N9>F4 D4EE@4FD<­

649FES CBE?98B64F9?PABEFP A45?R89A<=, >BFBDO9 BF?<K4RFES @9:8G EB5B=.

$4EE@BFD<@ CD<K<AO, CB >BFBDO@ D9;G?PF4F D4ECB;A464A<S B5N9>F4 @B:9F

5OFP BL<5BKAO@, <EIB8S <; CD98CB?B:9A<S, KFB E<EF9@4 89=EF6G9F 6E9784 89­

F9D@<A<DB64AB, F.9. 6 ?R5B= @B@9AF 6D9@9A< < CD< ?R5OI 6A9LA<I GE?B6<SI

D9;G?PF4FO D4ECB;A464A<S B8AB7B < FB7B :9 A45BD4 6IB8AOI 84AAOI 6E9784

EB6C484RF. &4><@ B5D4;B@ ?R54S BL<5>4 S6?S9FES E?98EF6<9@ A9ECBEB5ABEF<

E<EF9@O D4;?<K<FP B5N9>F FB7B <?< <AB7B >?4EE4. "L<5>< D4ECB;A464A<S @B:­

AB GE?B6AB D4;89?<FP A4 FD< 7DGCCO:

1. "L<5><, B5GE?B6?9AAO9 A9EB69DL9AEF6B@ 4?7BD<F@4 D4ECB;A464A<S,

F.9. BL<5><, S6?SRM<9ES “6AGFD9AA<@<” E FBK>< ;D9A<S E<EF9@O D4ECB­

;A464A<S B5N9>FB6 < >BFBDO9 @B7GF CDBS6?SFPES 84:9 CD< <894?PAB@

HGA>J<BA<DB64A<< 8DG7<I CB8E<EF9@. �4AAO= >?4EE BL<5B> S6?S9FES

59;GE?B6AO@ 4FD<5GFB@ ?R5B= E<EF9@O D4ECB;A464A<S, 6A9 ;46<E<@B­

EF< BF @B89?< 6IB84.

2. "L<5><, B5GE?B6?9AAO9 89H9>F4@< A48E<EF9@O. %<EF9@4 D4ECB;A464­

A<S B8<ABKAB7B <;B5D4:9A<S, >4> CD46<?B, S6?S9FES B8AB= <; CB8­

E<EF9@ A9>BFBDB7B >B@C?9>E4, < <;B5D4:9A<S, CB84649@O9 A4 6IB8

E<EF9@9 D4ECB;A464A<S HBD@<DGRFES 6 D9;G?PF4F9 89=EF6<S 8DG7<I

CB8E<EF9@ (E@. D<E. 3.2). �4> E?98EF6<9, @B7GF 6B;A<>AGFP BL<5><,

E6S;4AAO9 E A9EB69DL9AEF6B@ CD98L9EF6GRM<I CB8E<EF9@. � CD<@9­

DG, CGEFP 6 D9;G?PF4F9 D4;5<9A<S <;B5D4:9A<S F9>EFB6B= EFDB>< A4

<;B5D4:9A<S BF89?PAOI E<@6B?B6 5O?4 8BCGM9A4 BL<5>4, 6 E?98EF6<<

>BFBDB= CB?B:9A<9 CD46B= 7D4A<JO <;B5D4:9A<S ?4F<AE>B= 5G>6O «P»

5O?B A4=89AB A9>BDD9>FAB, 6 D9;G?PF4F9 K97B A4 <;B5D4:9A<< 5G>6O

5O?4 GF9DSA4 C9D9@OK>4 @9:8G 86G@S 7BD<;BAF4?PAO@< LFD<I4@<.

�;B5D4:9A<9, CB?GK9AAB9 6 D9;G?PF4F9, E FBK>< ;D9A<S E<EF9@O D4ECB­

;A464A<S B8<ABKAB7B E<@6B?4, @B:9F 5OFP A9BF?<K<@B BF ?4F<AE>B=

5G>6O «F».

3. "L<5><, B5GE?B6?9AAO9 LG@B@ ED98O. �B;A<>4RF F4><9 BL<5>< 6

E?GK49, 9E?< 6 GE?B6<SI 6A9LA9= ED98O, 6 >BFBDB= A4IB8<FES D4E­

CB;A4649@O= B5N9>F, 97B <;B5D4:9A<9 EF4AB6<FES A9BF?<K<@O@ BF
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<;B5D4:9A<S B5N9>F4 8DG7B7B >?4EE4. � CD<@9DG, CD98CB?B:<@, KFB

CDB<;6B8<FES EN9@>4 HBFB7D4H<< 8B>G@9AF4, G8BEFB69DSRM97B ?<K­

ABEFP, EB89D:4M97B CB?9 «�@S» E <EF<AAO@ ;A4K9A<9@ «HANNA».

�4AAB9 CB?9 A4K9DF4AB A4 59?B@ HBA9 < 8B>G@9AF CB>DOF ;4M<FAB=

7?SAJ96B= CB69DIABEFPR. � @B@9AF EN9@>< A4 8B>G@9AF9 CDBS6<?ES

5?<> BF 6A9LA97B <EFBKA<>4 E69F4, CB?ABEFPR ;4>DO6L<= 5G>6G «H»

< BEF46<6L<= <;B5D4:9A<S BEF4?PAOI 5G>6 A9<;@9AAO@<. &4><@ B5D4­

;B@, <;B5D4:9A<S 84AAB7B CB?S 5G89F A9BF?<K<@B BF <;B5D4:9A<9 CB?S

«ANNA» A4 4A4?B7<KAB@ 8B>G@9AF9.

$<EGAB> 3.2 — #D<@9D BL<5BKAB= E97@9AF4J<< F9>EFB6B= EFDB>< A4 BF89?PAO9

E<@6B?O 6 GE?B6<SI D4;@OFBEF< <;B5D4:9A<S < 89H9>FB6, E6S;4AAOI E ;4M<F­

AO@ 7B?B7D4H<K9E><@ E?B9@ 8B>G@9AF4.

#B BFABL9A<R > E<EF9@9 D4ECB;A464A<S B8<ABKAB7B <;B5D4:9A<S BL<5><,

E6S;4AAO9 E LG@B@ ED98O ?<5B E 89H9>F4@< A48E<EF9@O, S6?SRFES E?98EF6<­

9@ <E>4:9A<S 6IB8AB7B <;B5D4:9A<S. "5?484S 6B;@B:ABEFPR <ECB?P;B64FP

A9E>B?P>B A45?R89A<= B5N9>F4 @B:AB B:<84FP, KFB 6?<SA<9 LG@4 ED98O <

89H9>FB6 A48E<EF9@O A4 QF< A45?R89A<S 5G8GF D4;?<KAO. "8A4>B 84:9 CD<

H<>E<DB64A<< E<EF9@O D4ECB;A464A<S B8<ABKAB7B B5N9>F4, 6A9 ;46<E<@BEF<

BF 89H9>FB6 A48E<EF9@O, BEF4RFES BL<5><, B5GE?B6?9AAO9 A9EB69DL9AEF6B@

@B89?< >?4EE<H<>4J<<. �4:9 A4<5B?99 QHH9>F<6AO9 @9FB8O D4ECB;A464A<S

<;B5D4:9A<=, >BFBDO9 6 DS89 BF89?PAOI ;484K 89@BAEFD<DGRF D9;G?PF4FO, ECB­

EB5AO9 >BA>GD<DB64FP E K9?B69>B@ [216—218], F9@ A9 @9A99, @B7GF CB>4;O64FP

A9GEFB=K<6O= D9;G?PF4F CD< @<A<@4?PAOI <;@9A9A<SI 6IB8AB7B <;B5D4:9A<S

[219; 220], 84:9 9E?< QF< <;@9A9A<S >4E4?<EP 6E97B ?<LP B8AB7B C<>E9?S [221].

&4>, 84:9 <ECB?P;GS A4<5B?99 FBKAO= @9FB8 D4ECB;A464A<S, AB B5?484S 98<A­

EF69AAO@ 6IB8AO@ <;B5D4:9A<9@ B5N9>F4, @B:9F 5OFP A96B;@B:AB BF89?<FP

CB?9;AO= E<7A4? BF LG@4, 6?<SA<9 >BFBDB7B @B:9F >4D8<A4?PAO@ B5D4;B@

CB@9ASFP D9;G?PF4F. $4EE@4FD<64S 6 >4K9EF69 J<HDB6B7B B5D4;4 B5N9>F4 A9

B8<ABKAB9 <;B5D4:9A<9, 4 6<89BCBFB>, CBS6?S9FES 6B;@B:ABEFP G@9APL<FP 6?<­

SA<9 BL<5B> ;4 EK9F 64D<4F<6ABEF< LG@4 CD<@9A<F9?PAB > BF89?PAO@ >48D4@
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6<89BCBFB>4, >BFBDB= A9 B5?484RF >?4EE<K9E><9 E<EF9@O D4ECB;A464A<S B5N­

9>FB6.

"8A<@ <; @9FB8B6, CB;6B?SRM<I CDB<;6B8<FP 4A4?<; @AB:9EF64 <;B5D4­

:9A<= B8AB= < FB= :9 EJ9AO E J9?PR G@9APL<FP 6?<SA<9 LG@4 BCF<K9E>B=

E<EF9@O < 89H9>FB6, E6S;4AAOI E A9>BAFDB?<DG9@O@< GE?B6<S@< EN9@>4@<,

S6?S9FES F9IA<>4 “EGC9D-D4;D9L9A<S” – CDBJ9EE CB?GK9A<S <;B5D4:9A<S 6OEB­

>B7B D4;D9L9A<S <; A9E>B?P><I <;B5D4:9A<= FB7B :9 B5N9>F4 E 5B?99 A<;><@

D4;D9L9A<9@. �4AAB= ;484K9 G89?S?BEP 5B?PLB9 6A<@4A<9 6 ?<F9D4FGD9 < CD98­

?B:9AB 5B?PLB9 >B?<K9EF6B CB8IB8B6, CD<A<@4RM<I 6B 6A<@4A<9 EC9J<H<>G

H<A4?PAB= ;484K< B5D45BF>< <;B5D4:9A<S < D4ECB;A464A<S B5N9>F4 <?< EJ9­

AO [222]. "8A4>B >4> 5O?B BF@9K9AB D4A99, 84?PA9=L4S B5D45BF>4 CB?GK9AAB7B

98<AB7B <;B5D4:9A<S B5N9>F4 BEF49FES CB869D:9AAB= BL<5>4@ 4?7BD<F@4 D4E­

CB;A464A<S, 6 K4EFABEF<, A9GEFB=K<6BEF< E69DFBKAOI A9=DBAAOI E9F9=.

$4EE@4FD<64S D4ECB;A464A<S B5N9>F4 A4 B8<ABKAB@ <;B5D4:9A<<, 6 D4@­

>4I FD48<J<BAAOI E<EF9@ D4ECB;A464A<S @B:AB 6O89?<FP 869 BEAB6AO9 ;484K<

– A9CBED98EF69AAB ;484KG >?4EE<H<>4J<< B5D4;4 B5N9>F4 (F.9. BCD989?9A<9 CD<­

A48?9:ABEF< > B8AB@G >?4EEG <; ;4D4A99 ;484AAB7B A45BD4) < BCD989?9A<9

A489:ABEF< D4ECB;A464A<S (F.9. BCD989?9A<9 EF9C9A< G69D9AABEF< E<EF9@O 6

EB5EF69AAB@ BF69F9 E CD<ASF<9@ D9L9A<S B5 BF>4;9, 9E?< 6 4?H46<F9 >?4EE<H<­

>4J<< A9F EC9J<4?PAB7B “CGEFB7B” >?4EE4).

#D<@9A<F9?PAB :9 > E<EF9@9 D4ECB;A464A<S B5N9>F4 6 6<89BCBFB>9 6B;A<­

>49F DS8 AB6OI ;484K, 6 K<E?9 >BFBDOI @B:AB 6O89?<FP E?98GRM<9:

1. �484K4 CD9864D<F9?PAB= BJ9A>< < 6O5BD4 >48DB6 8?S D4ECB;A464­

A<S – CBE>B?P>G 6 >4K9EF69 7D4H<K9E>B7B CD98EF46?9A<S <;B5D4:9A<S

D4EE@4FD<649FES A9 98<AEF69AAB9 <;B5D4:9A<S, 4 CBE?98B64F9?PABEFP,

6B;A<>49F A9B5IB8<@BEFP BCD989?SFP CD<7B8ABEFP BF89?PAOI >48DB6

8?S D4ECB;A464A<S C9D98 97B A9CBED98EF69AAO@ ;4CGE>B@;

2. �484K4 @9:>48DB6B7B >B@5<A<DB64A<S <?< <AF97D4J<< – <@9S D9L9­

A<9 ;484K< >?4EE<H<>4J<< B5N9>F4, 6IB8B@ > >BFBDB= S6?S9FES B8AB

<;B5D4:9A<9 J9?96B7B B5N9>F4, 6B;A<>49F ;484K4 4>>G@G?<DB64FP 98<­

AO= D9;G?PF4F >?4EE<H<>4J<< 8?S @AB:9EF64 <;B5D4:9A<= B8AB7B <

FB7B :9 B5N9>F4, D9;G?PF4FO B8<ABKAB= >?4EE<H<>4J<< >BFBDB7B, 6BB5­

M9 7B6BDS, @B7GF 5OFP CDBF<6BD9K<6O;

3. �484K4 CD<ASF<S D9L9A<S B5 BEF4AB6>9 CDBJ9EE4 D4ECB;A464A<S – CB­

E>B?P>G CDBJ9EE D4ECB;A464A<S 6 6<89BCBFB>9, 6BB5M9 7B6BDS, @B:9F
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5OFP A9 B7D4A<K9A 6B 6D9@9A<, 6B;A<>49F A9B5IB8<@BEFP CD<A<@4FP

A4 GDB6A9 E<EF9@O D4ECB;A464A<S D9L9A<9 B FB@, KFB ;4I64F AB6OI

<;B5D4:9A<= B5N9>F4 E?98GR9F CD9>D4F<FP < CD<ASFP F9>GM<= 4>>G­

@G?<DB64AAO= D9;G?PF4F D4ECB;A464A<S ;4 B>BAK4F9?PAO=.

� 84AAB@ D4;89?9 5G89F BC<E4A4 @B89?P E<EF9@O D4ECB;A464A<S 6 6<89B­

CBFB>9 < 5G8GF CD98EF46?9AO HBD@4?PAO9 CBEF4AB6>< AB6OI ;484K, >BFBDO9

6B;A<>4RF 6 CB8B5AB7B DB84 E<EF9@4I.

3.2.2 "C<E4A<9 E<EF9@O D4ECB;A464A<S B5N9>FB6 6 6<89BCBFB>9

$4EE@BFD<@ CDBJ9EE D4ECB;A464A<S B5N9>F4 x A4 CBE?98B64F9?PABEF< >48­

DB6 6<89BCBFB>4. #GEFP ;484AB @AB:9EF6B >?4EEB6 C = {c1, c2, . . . , cM}. �

E?GK49 D4ECB;A464A<S F9>EFB6B7B E<@6B?4 @AB:9EF6B@ >?4EEB6 @B:9F 6OEFG­

C4FP >4>B=-?<5B H<>E<DB64AAO= 4?H46<F. #D< D4EE@BFD9A< ;484K< F<C<;4J<<

EFD4A<JO 8B>G@9AF4 A4 <;B5D4:9A<< CBE?9 ?B>4?<;4J<< 99 7D4A<J < CDB9>­

F<6AB7B <ECD46?9A<S, @AB:9EF6B@ >?4EEB6 @B:9F 6OEFGC4FP >B??9>J<S F<CB6

EFD4A<J 8B>G@9AFB6, 8BEFGCAOI 8?S 84?PA9=L9= B5D45BF><. "F89?PAB E?9­

8G9F GCB@SAGFP, KFB <AB784 6 ;484K4I D4ECB;A464A<S B5N9>FB6 < S6?9A<=

8BCGE>49FES A4?<K<9 “CGEFB7B >?4EE4”, >BFBDO= 8B?:9A 5OFP BF69FB@ E<EF9@O

D4ECB;A464A<S A4 6IB8AB9 <;B5D4:9A<9 B5N9>F4, B >BFBDB@ E<EF9@9 A9 <;69EFAB,

?<5B A4 <;B5D4:9A<9, >BFBDB9 A9 EB89D:<F B5N9>F4.

#GEFP ;484AB <;B5D4:9A<9 B5N9>F4 I(x) <; A9>BFBDB7B @AB:9EF64 6E96B;­

@B:AOI <;B5D4:9A<= I < 6 D4@>4I @B89?< 6;4<@B89=EF6<S E<EF9@O D4ECB;A464­

A<S E A48E<EF9@B= <?< E CB?P;B64F9?9@ (BC9D4FBDB@) EGM9EF6G9F >?4EE c∗ ∈ C,

> >BFBDB@G CD<A48?9:<F B5N9>F x (<EF<AAO= >?4EE). �484KG D4ECB;A464A<S

<;B5D4:9A<S B8<ABKAB7B B5N9>F4 @B:AB D4EE@4FD<64FP >4> ;484KG >?4EE<H<>4­

J<< – F.9. BCD989?9A<S <EF<AAB7B >?4EE4. $9;G?PF4FB@ D45BFO >?4EE<H<>4FBD4

6 B5M9@ 6<89 @B:AB EK<F4FP 6ER8G BCD989?9AAB9 BFB5D4:9A<9 <; @AB:9EF64

>?4EEB6 C 6 @AB:9EF6B BJ9AB> CD<A48?9:ABEF<: r(I(x)) : C → R. 'K<FO64S,

KFB @AB:9EF6B >?4EEB6 C EB89D:<F DB6AB M Q?9@9AFB6:

r(I(x)) = {(c1, q1), (c2, q2), . . . , (cM , qM)} , (3.1)
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789 qi ∈ R, i ∈ {1, . . . ,M} – 69M9EF69AAO9 BJ9A>< CD<A48?9:ABEF< B5N9>F4 x

> >?4EE4@ ci ∈ C CD< GE?B6<<, KFB A45?R849FES <;B5D4:9A<9 B5N9>F4 I(x).

� >4K9EF69 B>BAK4F9?PAB7B D9L9A<S >?4EE<H<>4J<< CD<A<@49FES >?4EE,

EBBF69FEF6GM<= @4>E<@4?PAB= BJ9A>9 CD<A48?9:ABEF<. &4><@ B5D4;B@, E FBK­

>< ;D9A<S E<EF9@O D4ECB;A464A<S CBEF4AB6>B= ;484K< >?4EE<H<>4J<< S6?S9FES

CB<E> >?4EE<H<>4FBD4 r : I → RC <; @AB:9EF64 6E96B;@B:AOI >?4EE<H<>4FB­

DB6 (<?< CB<E> A45BD4 C4D4@9FDB6 <; @AB:9EF64 C4D4@9FDB6 >?4EE<H<>4FBDB6

>4>B7B-FB BCD989?9AAB7B 6<84), >BFBDO= 5O @<A<@<;<DB64? BL<5>G >?4EE<­

H<>4J<< (A9EBBF69FEF6<9 >?4EE4 argmaxMi=1 r(I(x)) <EF<AAB@G >?4EEG c∗) <

>BFBDO= A9 ;46<E9? 5O BF E4@B7B <EF<AAB7B >?4EE4 c∗.

$4EE@BFD<@ F9C9DP ;484KG D4ECB;A464A<S B5N9>F4 x 6 6<89BCBFB>9.

�EFBKA<>B@ 6<89BCBFB>4 S6?S9FES A9>BFBDB9 ;4I64FO64RM99 GEFDB=EF6B, CD98B­

EF46?SRM99 CBE?98B64F9?PABEFP D4;?<KAOI >48DB6 I1(x), I2(x), I3(x), . . . , In(x),

789 ∀k ∈ {1, 2, . . . , n} : Ik(x) ∈ I, >4:8O= <; >BFBDOI S6?S9FES <;B5D4­

:9A<9@ B5N9>F4 x. $4EE@BFD<@ >?4EE<H<>4FBD (E9@9=EF6B >?4EE<H<>4FBDB6)

R(n) : In → RC , EF46SM<= 6 EBBF69FEF6<9 CBE?98B64F9?PABEF< <;B5D4:9A<= 8?<­

AO n BFB5D4:9A<9 <; @AB:9EF64 >?4EEB6 6 BJ9A>< CD<A48?9:ABEF<. &4><@

B5D4;B@ @B:AB HBD@4?<;B64FP ;484KG >?4EE<H<>4J<< B5N9>F4 x A4 CBE?98B­

64F9?PABEF< <;B5D4:9A<= >4> CB<E> >?4EE<H<>4FBD4 (9E?< CBE?98B64F9?PABEFP

<@99F H<>E<DB64AAGR 8?<AG) <?< E9@9=EF64 >?4EE<H<>4FBDB6 (9E?< CBE?9­

8B64F9?PABEFP <;B5D4:9A<= @B:9F <@9FP D4;?<KAGR 8?<AG), >BFBDO= 5O

@<A<@<;<DB64? BL<5>G >?4EE<H<>4J<< 6 FB@ :9 E@OE?9, >4> < 6 <EIB8AB=

;484K9 >?4EE<H<>4J<< B8<ABKAB7B <;B5D4:9A<S.

%?98G9F B5D4F<FP 6A<@4A<9, KFB CD< CB<E>9 E9@9=EF64 >?4EE<H<>4FBDB6

6B;A<>49F F4>:9 < A9B5IB8<@BEFP BCD989?<FP >?4EE<H<>4FBD R(1) : I1 → RC ,

CD<A<@4RM<= A4 6IB8 CBE?98B64F9?PABEFP <;B5D4:9A<= 8?<AO 1, CBEF4AB6>4

;484K< 8?S >BFBDB7B EB6C4849F E CBEF4AB6>B= ;484K< >?4EE<H<>4J<< A4 B8<ABK­

AB@ <;B5D4:9A<<. � E6S;< E QF<@ 6B;A<>49F 9EF9EF69AAO= 6BCDBE – CBE>B?P>G

D9L9A<9 ;484K< >?4EE<H<>4J<< B8<ABKAB7B <;B5D4:9A<S (F.9. CB<E>4 >?4EE<­

H<>4FBD4 r) CBFD95G9FES 6 ?R5B@ E?GK49, @B:AB ?< 6OD4;<FP 6E9 E9@9=EF6B

>?4EE<H<>4FBDB6 R, D9L4RM99 ;484KG >?4EE<H<>4J<< B5N9>F4 6 6<89BCB­

E?98B64F9?PABEF<, K9D9; B8<ABKAO= >?4EE<H<>4FBD r? �OD4;<FP E9@9=EF6B

>?4EE<H<>4FBDB6 6<89BCBE?98B64F9?PABEF< R <@9S >?4EE<H<>4FBD <;B5D4:9­

A<S r @B:AB, CBEF46<6 869 8BCB?A<F9?PAO9 ;484K<: 6O5BD <;B5D4:9A<= 8?S
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>?4EE<H<>4J<< < >B@5<A<DB64A<9 D9;G?PF4FB6 D4ECB;A464A<S B8<ABKAOI <;B5­

D4:9A<=.

�4848<@ HGA>J<R 6O5BD4 S : 2I → 2I, ∀X : S(X) ⊆ X , EF46SMGR 6 EB­

BF69FEF6<9 CBE?98B64F9?PABEF< <;B5D4:9A<= 99 CB8@AB:9EF6B, >4:8O= Q?9@9AF

>BFBDB7B 5G89F >?4EE<H<J<DB64FPES B8<ABKAO@ >?4EE<H<>4FBDB@ <;B5D4:9­

A<=. &4>:9 ;4848<@ HGA>J<R (E9@9=EF6B HGA>J<=) F (n) :
(

RC
)n

→ RC ,

>BFBD4S EF46<F @AB:9EF6G D9;G?PF4FB6 >?4EE<H<>4J<< B5N9>F4 98<AO= 4>>G­

@G?<DB64AAO= D9;G?PF4F >?4EE<H<>4J<<. &9C9DP E9@9=EF6B >?4EE<H<>4FBDB6

CBE?98B64F9?PABEF< <;B5D4:9A<= @B:AB 6OD4;<FP E?98GRM<@ B5D4;B@:

R(n)(I1(x), I2(x), . . . , In(x))
def
= F (m) ({r(I) | I ∈ S({I1(x), . . . , In(x)})}) , (3.2)

789 m = Card(S({I1(x), . . . , In(x)})), F9@ E4@O@ E6B8S ;484KG >?4EE<H<>4J<<

CBE?98B64F9?PABEF< <;B5D4:9A<= > >?4EE<H<>4J<< B8<ABKAOI <;B5D4:9A<=

(<; 6O5D4AAOI CD< CB@BM< HGA>J<< 6O5BD4 S) < >B@5<A<DB64A<S D9;G?PF4­

FB6 >?4EE<H<>4J<< CD< CB@BM< HGA>J<= >B@5<A<DB64A<S F (n).

"8A4>B CD98EF46?9A<9 6<89BCBFB>4 >4> ;4D4A99 ;484AAB= CBE?98B64F9?P­

ABEF< <;B5D4:9A<= B5N9>F4 A9 6 CB?AB= @9D9 BFD4:49F EJ9A4D<= D4ECB;A464A<S

B5N9>F4 6 D94?PAB@ 6D9@9A< (> CD<@9DG, D4ECB;A464A<9 B5N9>F4 CD< CB@BM<

@B5<?PAB7B GEFDB=EF64), CBE>B?P>G F4>4S @B89?P CD98CB?4749F 6 >4K9EF69 6IB­

84 ?<LP @AB:9EF6B >48DB6 < A9 CD98CB?4749F <;@9A9A<S EBEFBSA<S E<EF9@O 6

CDBJ9EE9 EN9@><. �?S FB7B, KFB5O 5B?99 FBKAB EBBF69FEF6B64FP CDBJ9EEG D4E­

CB;A464A<S B5N9>F4 6 6<89BCBFB>9 @B5<?PAB7B GEFDB=EF64 D4EE@BFD<@ CDBJ9EE

EN9@>< <;B5D4:9A<= B5N9>F4 x E 8<E>D9FAO@ 6D9@9A9@. #D98EF46<@ 6<89BCB­

FB> >4> 79A9D<DGRMGRES 6B 6D9@9A< CBE?98B64F9?PABEFP <;B5D4:9A<= B5N9>F4

x: ;4848<@ 8<E>D9FAB9 6D9@S t = 0, 1, 2, . . . < 6<89BCBFB>, EB89D:4M<= <;B5D4:9­

A<S A45?R849@B7B B5N9>F4 It(x) ∈ I. #B8B5A4S 8<E>D9FA4S @B89?P 6<89BCBFB>4,

IBFP < S6?S9FES GCDBM9AAB=, EBBF69FEF6G9F CD<AJ<C4@ CD98EF46?9A<S >B8<DB­

64AAB7B 6<89BCBFB>4 6 CDB7D4@@AOI E<EF9@4I B5D45BF>< 6<89B.

�?S BCD989?9A<S E<EF9@O D4ECB;A464A<S B5N9>F4 6 6<89BCBFB>9, >BFB­

DO= 79A9D<DG9FES A9;46<E<@B, A9B5IB8<@B BCD989?<FP @B89?P B5E?G:<64A<S,

>BFBD4S 5O S6?S?4EP CDB@9:GFBKAO@ E?B9@ @9:8G 6<89BCBFB>B@ < A9CB­

ED98EF69AAO@ CBFB>B@ B5D454FO649@OI E<EF9@B= D4ECB;A464A<S <;B5D4:9A<=.

!4<5B?99 FD<6<4?PAB= S6?S9FES EI9@4 B5E?G:<64A<S, CD< >BFBDB= <;B5D4:9­

A<S, 79A9D<DG9@O9 6B 6D9@S B5D45BF>< E<EF9@B= D4ECB;A464A<S CD98O8GM<I
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<;B5D4:9A<S, E5D4EO64RFES. � E?GK49, 9E?< 6B;@B:AB ID4A9A<9 >B??9>J<< <;B5­

D4:9A<= 4?PF9DA4F<6AB= @B89?PR S6?S9FES EI9@4 B5E?G:<64A<S E 5GH9DB@,

CB;6B?SRM<@ A4>4C?<64FP 6IB8SM<9 <;B5D4:9A<S < 6O8464FP <I CB ;4CDB­

EG E<EF9@O 6 CDB<;6B?PAO= @B@9AF 6D9@9A<, 59; B7D4A<K9A<=, E6S;4AAOI E

8<E>D9F<;4J<9= 79A9D4J<< <;B5D4:9A<= <EFBKA<>B@. % FBK>< ;D9A<S A9CB­

ED98EF69AAB E<EF9@O D4ECB;A464A<S CBE?98B64F9?PABEF< <;B5D4:9A<= A45BD

@9FB8B6 < 4?7BD<F@B6 D4ECB;A464A<S < <AF97D4J<< D9;G?PF4FB6 A9 ;46<ESF BF

EI9@O B5E?G:<64A<S, CBQFB@G 6 84?PA9=L9@ 5G89F CD98CB?474FPES FD<6<4?P­

A4S EI9@4 EB E5D4EO64A<9@ <;B5D4:9A<= 6 C9D<B8O ;47DG;>< E<EF9@O.

#GEFP E<EF9@4 D4ECB;A464A<S CB889D:<649F A9>BFBDB9 6AGFD9AA99 EBEFB­

SA<9 ωt ∈ Ω, <;@9ASRM99ES 6B 6D9@9A<. �D9@S ∆t, A9B5IB8<@B9 8?S CB?GK9A<S

B5AB6?9AAB7B D9;G?PF4F4 CBE?9 66B84 BK9D98AB7B B5D4;4 It(x), 6 B5M9@ E?G­

K49, S6?S9FES HGA>J<9= BF <;B5D4:9A<S < BF 6AGFD9AA97B EBEFBSA<S E<EF9@O:

∆t = ∆(It(x),ωt). "5D4F<@ 6A<@4A<9, KFB ;A4K9A<9 ∆t @B:9F 5OFP A96OK<E­

?<@B 6 @B@9AF 6D9@9A< t. $9;G?PF4F D4ECB;A464A<S B5N9>F4 x, GK<FO64RM<=

<AHBD@4J<R, EB89D:4MGRES 6 <;B5D4:9A<<, >BFBDB9 5O?B ;4I64K9AB 6 @B@9AF

6D9@9A< t, @B:9F 5OFP 8BEFGC9A FB?P>B 6 @B@9AF 6D9@9A< T (t) = t +∆t.

� A4K4?PAO= @B@9AF 6D9@9A< t = 0 <A<J<4?<;<DB64AB 6AGFD9AA99 EBEFBS­

A<9 E<EF9@O ω0. � >4:8O= @B@9AF 6D9@9A< t CDB<EIB8<F ;4I64F <;B5D4:9A<S

It(x). � E?GK49, 9E?< E<EF9@4 CD98CB?4749F E<AIDBAAGR B5D45BF>G <;B5D4:9A<=,

FB 6 @B@9AF ;4I64F4 <;B5D4:9A<S It(x) @B:9F CDB<EIB8<F B5D45BF>4 8DG7B7B

<;B5D4:9A<S. �A4?<F<K9E>< F4>B9 GE?B6<9 @B:AB ;4C<E4FP >4> t < T (tprev),

789 tprev – 6D9@S ;4I64F4 CBE?98A97B <;B5D4:9A<S, CBEFGC<6L97B 6 B5D45BF>G.

"8A4>B, CBE>B?P>G QFB GE?B6<9 @B:9F 5OFP A96OK<E?<@B 6 @B@9AF 6D9@9A< t,

8?S J9?9= BC<E4A<S @B89?< @B:AB EK<F4FP, KFB 6AGFD9AA99 EBEFBSA<9 E<EF9@O

ωt ID4A<F <AHBD@4J<R B FB@, A4IB8<FES ?< >4>B9-?<5B <;B5D4:9A<9 6 B5D45BF­

>9 6 @B@9AF 6D9@9A< t. �E?< 6 @B@9AF t E<EF9@4 G:9 B5D454FO649F >4>B9-?<5B

<;B5D4:9A<9, FB 6AB6P CB?GK9AAB <;B5D4:9A<9 It(x) E5D4EO649FES (6 D4@>4I

FD<6<4?PAB= EI9@O B5E?G:<64A<S). � CDBF<6AB@ E?GK49, <;B5D4:9A<9 It(x) CB­

EFGC49F 6 B5D45BF>G (6 E?GK49 EI9@O D4ECB;A464A<S (3.2) – CBEFGC49F A4 6IB8

>?4EE<H<>4FBDG B8<ABKAOI <;B5D4:9A<= r). $9;G?PF4FO B5D45BF>< <;B5D4:9­

A<S EF4AB6SFES 8BEFGCAO@< 8?S 6O6B84 6 @B@9AF 6D9@9A< T (t).

&4><@ B5D4;B@, 6 @B@9AFO 6D9@9A< t ∈ {0, 1, . . . , T (0) − 1} D9;G?PF4F

D4ECB;A464A<S B5N9>F4 A9 BCD989?9A, 4 D9;G?PF4F D4ECB;A464A<S, >BFBDO= 5O

GK<FO64? <AHBD@4J<R, >BFBD4S EB89D:<FES 6 n D4;?<KAOI (CBE?98B64F9?PAB
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;4I64K9AAOI) <;B5D4:9A<SI, @B:9F 5OFP CB?GK9A FB?P>B 6 @B@9AF 6D9@9A<

T n(0). #D< QFB@ <A89>EO <;B5D4:9A<=, CBEFGC4RM<I 6 B5D45BF>G, D46AO, EBBF­

69FEF69AAB, 0, T 1(0), T 2(0), . . . , T n−1(0), 789 CB8 A48EFDBKAO@ ;A4>B@ HGA>J<<

T (t) CB8D4;G@9649FES A9 6B;6989A<9 6 EF9C9AP, 4 @AB:9EF69AA4S >B@CB;<J<S

HGA>J<<. #D<@9D BC<E4AAB= EI9@O CD98EF46?9A A4 D<E. 3.3.

!8AB5<4 74E64B4 87>5@465=89 8 @4A?>7=464=8я 
>5N5:B4 6 6845>?>B>:5

t �@>A<>B@ A>AB>я=8я
ωt : =4E>48BAя ;8 6 >5@45>B:5 

:4:>e-;85>
87>5@465=85?

З4E64B
87>5@465=8я

It(x)

!5@>A
87>5@465=8я It(x)

Н5B

К;4AA8D8:4F8я
87>5@465=8я It(x)

К><58=8@>64=85 =4:>?;5==OE
@57C;PB4B>6 @4A?>7=464=8я
>48=>G=OE 87>5@465=89

Д4

r(It(x))

F(k)( { I0(x), IT(0)(x), ..., It(x) } )
В <><5=B 6@5<5=8 T(t)

argmax

 5
7C
;P
B4
B 
:;
4A
A8
D
8:
4F
88

$<EGAB> 3.3 — #D<@9D EI9@O E<EF9@O D4ECB;A464A<S B5N9>F4 6 6<89BCB­

FB>9 E FD<6<4?PAB= @B89?PR B5E?G:<64A<S, CD9B5D4;GRM9= 6<89BCBFB> 6

CBE?98B64F9?PABEFP B5D454FO649@OI <;B5D4:9A<= < EB EI9@B= >?4EE<H<>4FBD4

CBE?98B64F9?PABEF< (3.2).

#B ED46A9A<R E >?4EE<K9E><@< E<EF9@4@< D4ECB;A464A<S, BC<E4AA4S E<­

EF9@4 B5?4849F DS8B@ EC9J<H<K9E><I E6B=EF6. � C9D6GR BK9D98P A9B5IB8<@B

BF@9F<FP GE<?9AAB9 6?<SA<9 CDB<;6B8<F9?PABEF< 4?7BD<F@B6 D4ECB;A464A<S

B8<ABKAB7B <;B5D4:9A<S A4 6OIB8 E<EF9@O. �9=EF6<F9?PAB, G@9APL9A<9 6D9@9­

A< ∆t, A9B5IB8<@B7B 8?S D4ECB;A464A<S B8AB7B <;B5D4:9A<S It(x), CB;6B?S9F

B5D45BF4FP 5B?PL99 >B?<K9EF6B <AHBD@4J<< B5 B5N9>F9 x ;4 B8AB < FB :9 45­

EB?RFAB9 6D9@S (F.9. ;4 B8AB < FB :9 6D9@S E FBK>< ;D9A<S CB?P;B64F9?S <?<

BC9D4FBD4). #B@<@B QFB7B, CD<@9A<F9?PAB > F4>B= E<EF9@9 9EF9EF69AAO@ B5D4­

;B@ 6B;A<>49F A9F<C<KA4S 8?S FD48<J<BAAOI E<EF9@ D4ECB;A464A<S B5N9>FB6
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;484K4 – ;484K4 BEF4AB6>< CDBJ9EE4 D4ECB;A464A<S. &4>4S ;484K4 ;4>?RK49F­

ES 6 CD<ASF<< D9L9A<S 6 @B@9AF 6D9@9A< T (t) B FB@, KFB 6AB6P CB?GK9AAO=

D9;G?PF4F D4ECB;A464A<S R(n)(I0(x), IT 1(0), IT 2(0), . . . , It(x))) @B:AB EK<F4FP B>BA­

K4F9?PAO@ < J<>? ;4I64F4 <;B5D4:9A<= @B:AB CD9>D4F<FP. #D< D4ECB;A464A<<

E?B:AOI B5N9>FB6, >BFBDO9 EBEFBSF <; @AB:9EF64 A9;46<E<@B D4ECB;A4649@OI

B5N9>FB6, D9L9A<9 B5 BEF4AB6>9 CDBJ9EE4 D4ECB;A464A<S BF89?PAOI B5N9>­

FB6 F4>:9 6?<S9F A4 6D9@S ∆t, A9B5IB8<@B9 8?S D4ECB;A464A<S EBEF46AB7B

B5N9>F4, 4 ;A4K<F < A4 >B?<K9EF6B <AHBD@4J<<, B5D454FO649@B= 6 D4@>4I B5­

M9= E<EF9@O. &4><@ B5D4;B@, ;484K4 BEF4AB6>< (F9EAB E6S;4AA4S E ;484K9=

>?4EE<H<>4J<< CBE?98B64F9?PABEF< <;B5D4:9A<=) S6?S9FES 64:AO@ 4EC9>FB@

E<EF9@O D4ECB;A464A<S 6 6<89BCBFB>9, 6 BEB59AABEF< 6 D4@>4I E<EF9@ D4ECB­

;A464A<S EBEF46AOI B5N9>FB6, F4><I >4> F9>EFB6B9 CB?9 <?< 8B>G@9AF 6 J9?B@.

#D46<?B BEF4AB6>< 6 B5M9@ 6<89 @B:AB HBD@4?PAB CD98EF46<FP 6 6<89 CD98<­

>4F4, 89=EF6GRM97B A4 6<89BCBE?98B64F9?PABEF<: P : I∗ → {0, 1}. �EF<AABEFP

CD98<>4F4 6?9K9F BEF4AB6>G CDBJ9EE4 ;4I64F4 < D4ECB;A464A<S <;B5D4:9A<=:

P ({I1(x), I2(x), . . . , In(x)}) =

{

1 : D9L9A<9 B5 BEF4AB6>9,

0 : CDB8B?:9A<9 D45BFO.
(3.3)

�B784 6 D4@>4I ;484K< D4ECB;A464A<S B5N9>F4 6 6<89BCBE?98B64F9?PAB­

EF<, 84:9 A9 CD<A<@4S 6B 6A<@4A<9 8<A4@<K9E>GR @B89?P E<EF9@O D4ECB;A4­

64A<S 6B 6D9@9A<, EB6@9EFAB E ;484K9= @4>E<@<;4J<< FBKABEF< >?4EE<H<>4J<<

6EF49F ;484K4 @<A<@<;4J<< 6D9@9A< D4ECB;A464A<S, FB D9L9A<9 ;484K< BEF4AB6­

>< F4>:9 @B:9F CDS@O@ B5D4;B@ <ECB?P;B64FPES 8?S G@9APL9A<S 45EB?RFAB7B

6D9@9A< D45BFO. � CD<@9DG, 6 D4@>4I EI9@O >?4EE<H<>4J<< @AB:9EF64 <;B5­

D4:9A<= (3.2), 6 E?GK49, 9E?< BCD989?9A CD98<>4F BEF4AB6>< P , @B89?<DGS

CBE?98B64F9?PAO= CDBJ9EE ;4I64F4 <;B5D4:9A<= I1(x), I2(x), . . . , In(x), CD<IB­

8<@ > E?98GRM9= EI9@9 >?4EE<H<>4J<<:

R(n)(I1(x), I2(x), . . . , In(x))
def
=

def
= F (m)

({

r(I)
∣

∣

∣
I ∈ S({I1(x), . . . , Ik(x)}),

k = min{i ⩽ n : P (I1(x), . . . , Ii(x)) = 1}
})

, (3.4)

789 k – @<A<@4?PA4S 8?<A4 CD9H<>E4 CBE?98B64F9?PABEF< <;B5D4:9A<=, A4 >B­

FBDB= ED454FO649F CD98<>4F BEF4AB6><, 4 m = Card(S({I1(x), . . . , Ik(x)})).
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3.2.3 #BEF4AB6>< ;484K

(BD@4?<;G9@ CD<6989AAO9 6OL9 ;484K< <EIB8S <; FB7B, KFB BEAB6­

AB= J9?PR E<EF9@O D4ECB;A464A<S B5N9>FB6 (A4 B8<ABKAOI <;B5D4:9A<SI

<?< 6 6<89BCBFB>9) S6?S9FES @4>E<@<;4J<S FBKABEF< D4ECB;A464A<S (F.9.

@4>E<@<;4J<< 8B?< >BDD9>FAOI >?4EE<H<>4J<=). #D< D9L9A<< ;484K<

D4ECB;A464A<S B8<ABKAB7B <;B5D4:9A<S B5N9>F4 CB?B:<@, KFB ;484A A4­

5BD B5N9>FB6 X = {x1, x2, . . . , xK} @BMABEF< K < A45BD <;B5D4:9A<=

Bs = {I1(xb1), I2(xb2), . . . , IH(xbH)} @BMABEF< H (F9EFB6O= A45BD), 789 bh –

<A89>E B5N9>F4 <; @AB:9EF64 X 8?S >4:8B7B h ∈ {1, 2, . . . , H} < >4:8B9

<;B5D4:9A<9 Ih(xbh) ∈ I S6?S9FES B5D4;B@ B5N9>F4 xbh ∈ X . �484AB @AB:9EF6B

>?4EEB6 C = {c1, c2, . . . , cM} < <AHBD@4J<S B5 <894?PAB= CD<A48?9:ABEF<

>4:8B7B B5N9>F4 > EBBF69FEF6GRM9@G >?4EEG c∗ : X → C. �484KG D4ECB;A4­

64A<S B5N9>F4 A4 B8<ABKAB@ <;B5D4:9A<< @B:AB EHBD@G?<DB64FP >4> CB<E>

>?4EE<H<>4FBD4 r : I → RC , @4>E<@<;<DGRM97B FBKABEFP D4ECB;A464A<S:

Vs(Bs) =
1

H

(

H
∑

h=1

[

M
argmax

i=1
r(Ih(xbh)) = c∗(xbh)

]

)

→ max
r

. (3.5)

�?S HBD@4?<;4J<< ;484K< D4ECB;A464A<S B5N9>F4 6 6<89BCBE?98B64­

F9?PABEF< A9B5IB8<@B F4>:9 669EF< F9EFB6O= A45BD CBE?98B64F9?PABEF9=

<;B5D4:9A<=: CGEFP ;484AB @AB:9EF6B CBE?98B64F9?PABEF9= <;B5D4:9A<=

Bm = {J1(xb1), J2(xb2), . . . , JH(xbH)} @BMABEF< H, 789 bh – <A89>E B5N9>F4

<; @AB:9EF64 X 8?S >4:8B7B h ∈ {1, 2, . . . , H} (F4> :9 >4> < 6 F9EFB6B@

A45BD9 B8<ABKAOI <;B5D4:9A<= Bs), 4 Jh(xbh) S6?S9FES CBE?98B64F9?PABEFPR

<;B5D4:9A<= B5N9>F4 xbh ∈ X 8?<AO nh:

Jh(xbh) = {Ih1(xbh), Ih2(xbh), . . . , Ihnh
(xbh)} ⊂ I

nh. (3.6)

� B5M9@ 6<89 ;484KG D4ECB;A464A<S B5N9>F4 A4 CBE?98B64F9?PABEF< <;B5­

D4:9A<= F9C9DP @B:AB EHBD@G?<DB64FP >4> CB<E> E9@9=EF64 >?4EE<H<>4FBDB6

R(n) : In → RC , >BFBDO9 5O @4>E<@<;<DB64?< FBKABEFP D4ECB;A464A<S:

Vm(Bm) =
1

H

(

H
∑

h=1

[

M
argmax

i=1
R(nh)(Jh(xbh)) = c∗(xbh)

]

)

→ max
R(n)

. (3.7)

� 5B?99 K4EFAB@ E?GK49, 789 EI9@4 D4ECB;A464A<S CBE?98B64F9?PABEF<

<;B5D4:9A<= CD98CB?4749F 6O5BD <;B5D4:9A<= CD< CB@BM< HGA>J<< 6O5BD4
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S : 2I → 2I, >?4EE<H<>4J<< 6O5BD4AAOI <;B5D4:9A<= CD< CB@BM< >?4EE<H<>4­

FBD4 r : I → RC < >B@5<A<DB64A<S D9;G?PF4FB6 CD< CB@BM< E9@9=EF64 HGA>J<=

>B@5<A<DB64A<S F (n) : (RC)n → RC (3.2), ;484K4 HBD@G?<DG9FES EIB:<@ B5D4­

;B@ >4> CB<E> EBBF69FEF6GRM<I HGA>J<= S < F (n):

Vm(Bm) =
1

H

(

H
∑

h=1

[

M
argmax

i=1
F (mh)({r(I)|I ∈ S(Jh(xbh))}) = c∗(xbh)

]

)

→ max
F (n),S

,

(3.8)

789 mh = Card(S(Jh(xbh))).

�?S HBD@4?<;4J<< ;484K< D4ECB;A464A<S B5N9>F4 6 6<89BCBE?98B64F9?P­

ABEF< 6 EI9@9 E CD98<>4FBDB@ BEF4AB6>< (3.3) 66989@ E?98GRM<9 B5B;A4K9­

A<S. #GEFP J (k)(x) – CD9H<>E CBE?98B64F9?PABEF< <;B5D4:9A<= J(x) 8?<AO

k ⩽ Card(J(x)). "5B;A4K<@ K9D9; nP (J(x)) >B?<K9EF6B <;B5D4:9A<=, >BFBDO9

5G8GF B5D45BF4AO E<EF9@B= D4ECB;A464A<S 8B ED454FO64A<S CD46<?4 BEF4AB6­

><, BCD989?9AAB7B CD98<>4FB@ P :

nP (J(x))
def
= min{k ⩽ Card(J(x)) : P (J (k)(x)) = 1}. (3.9)

"5B;A4K<@ F4>:9 >4> J(x|P ) CD9H<>E CBE?98B64F9?PABEF< <;B5D4:9A<=

J(x), <@9RM<= 8?<AG nP (J(x)). % GK9FB@ CD46<?4 BEF4AB6><, BEAB64AAB7B A4

CD98<>4F9 P , CD< B5D45BF>9 6<89BCBE?98B64F9?PABEF< J(x) A4 D4ECB;A464A<9

CB84RFES FB?P>B <;B5D4:9A<S <; CB8CBE?98B64F9?PABEF< J(x|P ). �?S HBD­

@4?<;4J<< ;484K< BEF4AB6>< 6BECB?P;G9@ES @B89?PR 6;4<@B89=EF6<S E<EF9@O

D4ECB;A464A<S E CB?P;B64F9?9@, >BFBD4S <ECB?P;G9FES 6 ;484K4I BCD989?9A<S

8BEFB69DABEF< D9;G?PF4F4 D4ECB;A464A<S B5N9>F4 [223; 224] < 8?S BJ9A>< QHH9>­

F<6ABEF< D45BFO E<EF9@O <ECB?P;G9F HGA>J<BA4?, BC<E4AAO= 6 Q>BAB@<K9E><I

F9D@<A4I. #GEFP wc – EFB<@BEFP 66B84 >BDD9>FAB7B D9;G?PF4F4 D4ECB;A464A<S

B5N9>F4, we – EFB<@BEFP 66B84 BL<5BKAB7B D9;G?PF4F4, < wf – EFB<@BEFP D4ECB­

;A464A<S B8AB7B <;B5D4:9A<S B5N9>F4. &B784 B5M4S HGA>J<S QHH9>F<6ABEF<

E<EF9@O D4ECB;A464A<S E CD46<?B@ BEF4AB6><, CBDB:849@O@ CD98<>4FB@ P ,

@B:9F 5OFP ;4C<E4A4 6 6<89 ED98A9= EFB<@BEF< D45BFO E<EF9@O:

W (Bm) = we + (wc − we) · Vm

({

J(x|P )

∣

∣

∣

∣

J(x) ∈ Bm

})

+

+ wf ·
1

H

(

H
∑

h=1

nP (Jh(xbh))

)

, (3.10)
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789 Vm – FBKABEFP D4ECB;A464A<S 6<89BCBE?98B64F9?PABEF9= (3.7), 6OK<E?S9@4S

CB CD9H<>E4@ CBE?98B64F9?PABEF9=, CB?GK9AAOI CBE?9 CD<@9A9A<S CD46<?4

BEF4AB6><, BCD989?S9@B7B CD98<>4FB@ P .

�484K4 D4ECB;A464A<S B5N9>F4 6 6<89BCBE?9B64F9?PABEF< 6 EI9@9 E BEF4­

AB6>B= (> CD<@9DG, 6 EI9@9 (3.4)) @B:9F 5OFP D4EE@BFD9A4 >4> ;484K4 @<A<@<­

;4J<< B5M97B HGA>J<BA4?4 EFB<@BEF< (3.10).

� CBE?98GRM<I D4;89?4I 5G8GF D4EE@BFD9AO >BA>D9FAO9 CD<@9DO ;484K

6O5BD4 <;B5D4:9A<= 8?S D4ECB;A464A<S, >B@5<A<DB64A<S D9;G?PF4FB6 D4ECB­

;A464A<S B8<ABKAOI <;B5D4:9A<= < CD<ASF<S D9L9A<S B5 BEF4AB6>9, < 5G8GF

CD<6989AO ECBEB5O <I D9L9A<S CD<@9A<F9?PAB > >BA>D9FAO@ E<EF9@4@ D4E­

CB;A464A<S.

3.3 �O5BD >48DB6 < >B@5<A<DB64A<9 D9;G?PF4FB6 D4ECB;A464A<S

3.3.1 �B;@B:AO9 CB8IB8O > >B@5<A<DB64A<R

�4> 5O?B BC<E4AB 6 CD98O8GM9@ D4;89?9, CD< D9L9A<< ;484K< >?4EE<H<­

>4J<< B5N9>FB6 6 6<89BCBFB>9 6B;A<>49F ;484K4 6O5BD4 @9FB84 >B@5<A<DB64A<S

<AHBD@4J<<, CB?GK9AAB= E D4;?<KAOI >48DB6. #B8IB8O > >B@5<A4J<< @9:>48­

DB6B= <AHBD@4J<< @B:AB GE?B6AB D4;89?<FP A4 869 7DGCCO:

1. @9FB8O, BEAB64AAO9 A4 >B@5<A<DB64A<< <;B5D4:9A<=, EF46SM<9 6 >4­

K9EF69 J9?< CB?GK9A<9 98<AB7B CD98EF46?9A<S B5N9>F4 E 5B?99 6OEB><@

“>4K9EF6B@”, KFB CB;6B?<?B 5O <ECB?P;B64FP >?4EE<H<>4FBD B8<ABKAB­

7B <;B5D4:9A<S < 8BEF<7AGFP 5B?99 6OEB>B= B:<849@B= FBKABEF<;

2. @9FB8O, BEAB64AAO9 A4 >B@5<A<DB64A<< D9;G?PF4FB6 >?4EE<H<>4J<<

B8<ABKAOI <;B5D4:9A<=.

� @9FB84@ C9D6B= 7DGCCO @B:AB BFA9EF< @9FB8O 6O5BD4 A4<5B?99

<AHBD@4F<6AB7B >48D4 [178; 225], @9FB8O “EGC9D-D4;D9L9A<S”, CB?GK4RM<9

<;B5D4:9A<9 E 5B?99 6OEB><@ QHH9>F<6AO@ D4;D9L9A<9@ <; A9E>B?P><I >48DB6

[226; 227], @9FB8O E?9:9A<S ;4 >BA>D9FAO@< B5N9>F4@< A4 >48D4I 6<89BCBE?98B­

64F9?PABEF< < >B@5<A<DB64A<S ?B>4?PAOI B5?4EF9= >BA>D9FAOI B5N9>FB6 [228],

4 F4>:9 @9FB8O >B@C9AE4J<< >BA>D9FAOI ?B>4?PAOI <E>4:9A<=, F4><I >4> E@4­
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;O64A<9, CGF9@ ;4@9AO ?B>4?PAOI B5?4EF9= A4 EBBF69FEF6GRM<9 <@ B5?4EF< <;

8DG7<I >48DB6, < @9FB8O, BEAB64AAO9 A4 7?G5B>B@ @4L<AAB@ B5GK9A<<, CD<­

A<@4RM<9 A4 6IB8 ED4;G @AB:9EF6B <;B5D4:9A<= [180]. �89EP EFB<F BF@9F<FP,

KFB D4EE@4FD<64S E<EF9@O @B5<?PAB7B D4ECB;A464A<S, CDB<;6B8SM<9 EN9@>G

< 6OK<E?9A<S A4 @B5<?PAB@ GEFDB=EF69, 6 >4K9EF69 6IB8AOI 84AAOI @B:AB

<ECB?P;B64FP A9 FB?P>B A9CBED98EF69AAB >48DO, CB?GK9AAO9 E >4@9DO @B5<?P­

AB7B GEFDB=EF64, AB < <;@9D9A<S E 8DG7<I E9AEBDB6, F4><I, >4> 4>E9?9DB@9FD <

7<DBE>BC, B8A4>B 84:9 8?S EB6D9@9AAOI @B5<?PAOI GEFDB=EF6 BL<5>< <;@9D9­

A<S F4><I E9AEBDB6 @B7GF 5OFP A4EFB?P>B ;A4K<F9?PAO@<, KFB <ECB?P;B64A<9

F4><I 84AAOI 8?S D9>BAEFDG>J<< <;B5D4:9A<= 6OEB>B7B >4K9EF64 @B:9F 5OFP

;4FDG8A9AB <?< A96B;@B:AB, 6 BEB59AABEF< 9E?< >BA>D9FAB9 GEFDB=EF6B A9<;­

69EFAB ;4D4A99 [229].  9FB8O C9D6B= 7DGCCO, CD98CB?474RM<9 >B@5<A<DB64A<9

<;B5D4:9A<=, @B7GF B5?484FP 6OEB>B= FDG8B9@>BEFPR, KG6EF6<F9?PABEFPR >

79B@9FD<K9E><@ <E>4:9A<S@ < 5OFP FDG8AB D4EL<DS9@O@< A4 E?GK4= A9<;69EF­

AB= ;4D4A99 8?<AO CBE?98B64F9?PABEF9= <;B5D4:9A<=.

 9FB8O 6FBDB= 7DGCCO, BC<E4AAO9 6 ?<F9D4FGD9, <ECB?P;GRF CD46<­

?4 >B@5<A<DB64A<S D4ECD989?9A<=, 4A4?B7<KAB CD46<?4@, <ECB?P;G9@O@ CD<

4AE4@5?<DB64A<< >?4EE<H<>4FBDB6 (F.9. CB CD46<?G EG@@O, CDB<;6989A<S, @4>­

E<@G@4, @98<4AO < F.C. [230; 231]). � BF?<K<9 BF @9FB8B6 C9D6B= 7DGCCO, A4

@9FB8O 6FBDB= 7DGCCO @B7GF E<?PAB 6?<SFP E6B=EF64 BJ9AB> CD<A48?9:ABEF<,

CBDB:849@O9 >?4EE<H<>4FBD4@< B8<ABKAOI <;B5D4:9A<=, <, EBBF69FEF69AAB,

6O5BD >BA>D9FAB7B @9FB84 >B@5<A<DB64A<S @B:9F E<?PAB ;46<E9FP BF EFDG>FG­

DO < E6B=EF6 >?4EE<H<>4FBD4.

�B?99 FB7B, 6O5BD >BA>D9FAB7B @9FB84 >B@5<A<DB64A<S D9;G?PF4FB6

D4ECB;A464A<S 6 6<89BCBE?98B64F9?PABEF< @B:9F F4> :9 5OFP B5GE?B6?9A FD9­

5B64A<S@<, A4>?48O649@O9 6 J9?B@ A4 E<EF9@G D4ECB;A464A<S. $4EE@BFD<@ 6

>4K9EF69 CD<@9D4 ;484KG D4ECB;A464A<S F9>EFB6B= EFDB>< >4> CBE?98B64F9?PAB­

EF< E<@6B?B6. %D46A<@ FD< CB8IB84 > >B@5<A<DB64A<R CB>48DB6OI D9;G?PF4FB6

D4ECB;A464A<S:

1. �EF9EF69AAB CD98CB?474FP, KFB A4 <;B5D4:9A<SI, A4 >BFBDOI <E­

>4:9A<S 6<84 «E@4;» < «D4;@OF<9» @9A99 6OD4:9AO, B:<849@4S

FBKABEFP >?4EE<H<>4J<< 5G89F 6OL9 [232]. #GEFP ;484A4 HGA>J<S

f : I → [0, 1], D94?<;GRM4S BJ9A>G EHB>GE<DB64AABEF< <;B5D4:9A<S

(> CD<@9DG, 4?7BD<F@B@, BC<E4AAO@ 6 D45BF9 [233]), 789 0 B;A4K49F

A4<@9A99 EHB>GE<DB64AAB9 <;B5D4:9A<9, 1 – A4<5B?99 EHB>GE<DB64A­
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AB9, E A9>BFBDO@ A45BDB@ CDB@9:GFBKAOI 7D484J<=. �O59D9@ <;

@AB:9EF64 <;B5D4:9A<= B5N9>F4 {I1(x), I2(x), . . . , In(x)} 98<AEF69AAB9

<;B5D4:9A<9 If(x), B5?484RM99 @4>E<@4?PAB= BJ9A>B= HB>GE<DB6><:

If(x) = argmaxnk=1 f(Ik(x)). � >4K9EF69 D9;G?PF4F4 D4ECB;A464A<S 6<­

89BCBE?98B64F9?PABEF< CD<@9@ D9;G?PF4F D4ECB;A464A<S 6O5D4AAB7B

<;B5D4:9A<S:

R
(n)
1 (I1(x), I2(x), . . . , In(x)) = r(

n
argmax

k=1
f(Ik(x))), (3.11)

789 r – >?4EE<H<>4FBD B8<ABKAB7B <;B5D4:9A<S.

2. �A4K9A<S BJ9AB> CD<A48?9:ABEF< > >?4EE4@ >4:8B7B BF89?PAB7B E<@­

6B?4 F4>:9 @B:AB <ECB?P;B64FP >4> 4CBEF9D<BDAO= >D<F9D<= >4K9EF64

– K9@ 6OL9 @4>E<@4?PAB9 ;A4K9A<9 BJ9A>< CD<A48?9:ABEF< > >?4EEG,

F9@ 6OL9 B:<849@4S FBKABEFP >?4EE<H<>4J<<. #GEFP, 6 E?GK49 D4ECB­

;A464A<S F9>EFB6B= EFDB>< x, EBEF46?9AAB= <; A9E>B?P><I E<@6B?B6, A4

<;B5D4:9A<< I(x), D9;G?PF4FB@ S6?S9FES CBE?98B64F9?PABEFP D9;G?PF4­

FB6 >?4EE<H<>4J<< B8<ABKAOI E<@6B?B6:

r(I(x)) =























{(c11, q11), (c12, q12), . . . , (c1M , q1M)},

{(c21, q21), (c22, q22), . . . , (c2M , q2M)},

. . .

{(cK1, qK1), (cK2, qK2), . . . , (cKM , qKM)}























, (3.12)

789 K – >B?<K9EF6B D9;G?PF4FB6 >?4EE<H<>4J<< B8<ABKAOI E<@6B?B6 6

BF69F9, M – >B?<K9EF6B >?4EEB6, cij ∈ C – >?4EE (E<@6B? <; A9>BFBDB7B

4?H46<F4), qij ∈ [0, 1] – BJ9A>4 CD<A48?9:ABEF< i-7B E<@6B?4 > >?4E­

EG cij. #B?B:<@ 6 >4K9EF69 BJ9A>< >4K9EF64 D9;G?PF4F4 D4ECB;A464A<S

EFDB>< x @<A<@4?PAB9 ;A4K9A<9 @4>E<@4?PAB= BJ9A>< CD<A48?9:ABEF<

E<@6B?4:

q(r(I(x)))
def
=

K

min
i=1

M
max
j=1

qij. (3.13)

�O59D9@ <; @AB:9EF64 D9;G?PF4FB6 D4ECB;A464A<S EFDB>< A4 B8<­

ABKAOI <;B5D4:9A<SI {I1(x), I2(x), . . . , In(x)} 98<AEF69AAO= D9;G?PF4F,

B5?484RM<= @4>E<@4?PAB= BJ9A>B= >4K9EF64, < 6 >4K9EF69 D9;G?PF4F4

D4ECB;A464A<S 6<89BCBE?98B64F9?PABEF< CD<@9@ QFBF D9;G?PF4F:

R
(n)
2 (I1(x), I2(x), . . . , In(x)) =

n
argmax

k=1
q(r(Ik(x))). (3.14)
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3. � >4K9EF69 FD9FP97B CB8IB84 D4EE@BFD<@ CDS@B9 >B@5<A<DB64A<9 B8<­

ABKAOI D9;G?PF4FB6 D4ECB;A464A<S F9>EFB6B= EFDB>< @9FB8B@ ROVER

[234] E CD46<?B@ GED98A9A<S 6 >4K9EF69 CD46<?4 >B@5<A<DB64A<S D9­

;G?PF4FB6 D4ECB;A464A<S B8<ABKAOI E<@6B?B6:

R
(n)
3 (I1(x), I2(x), . . . , In(x)) = ROVER(r(I1(x)), . . . , r(In(x))). (3.15)

� C9D6GR BK9D98P Q@C<D<K9E>< CDB4A4?<;<DG9@ I4D4>F9D<EF<>< 8BEF<74­

9@B= FBKABEF< D4ECB;A464A<S EFDB> 6 6<89BCBE?98B64F9?PABEFSI E <ECB?P;B64­

A<9@ FD9I BC<E4AAOI CB8IB8B6. �?S QFB7B <ECB?P;G9@ 864 BF>DOFOI C4>9F4

84AAOI: MIDV-500 [207] < MIDV-2019 [208]. #4>9F 84AAOI MIDV-500 EBEFB­

<F <; 500 6<89BCBE?98B64F9?PABEF9= <89AF<H<>4J<BAAOI 8B>G@9AFB6, EASFOI

CD< CB@BM< @B5<?PAOI GEFDB=EF6, E A9;A4K<F9?PAO@< 79B@9FD<K9E><@< <E>4­

:9A<S@<. #4>9F MIDV-2019 EB89D:<F 200 6<89BCBE?98B64F9?PABEF9=, EASFOI 6

GE?B6<SI A<;>B7B BE69M9A<S (CB8@AB:9EF6B MIDV-2019-L) < E E<?PAO@< CDB9>­

F<6AO@< <E>4:9A<S@< (CB8@AB:9EF6B MIDV-2019-D). #DB4A4?<;<DG9@ K9FOD9

7DGCCO F9>EFB6OI CB?9= – AB@9D 8B>G@9AF4, 84FO, <@S 89D:4F9?S 8B>G@9AF4,

A4C<E4AAB9 ?4F<AE><@ 4?H46<FB@, < @4L<ABK<F49@O9 ;BAO. #D< ED46A9A<<

D4ECB;A4AAOI ;A4K9A<= <7ABD<DB64?ES D97<EFD, 4 F4>:9 <7ABD<DB64?<EP D4;?<­

K<S @9:8G J<HDB= «0» < ?4F<AE>B= 5G>6B= «O». � >4K9EF69 @9FD<>< >4K9EF64

<ECB?P;B64?BEP ABD@4?<;B64AAB9 D4EEFBSA<9 �969ALF9=A4 [235] 8B <EF<AAB7B

;A4K9A<S D4ECB;A4649@B= EFDB><. �?S D4ECB;A464A<S F9>EFB6OI EFDB> <ECB?P­

;B64?ES 4?7BD<F@, BC<E4AAO= 6 D45BF9 [236].

#BE>B?P>G 864 <; FD9I BC<E4AAOI CB8IB8B6 E6B8SFES > 6O5BDG B8AB7B

?GKL97B D9;G?PF4F4, 8?S >BAFDB?S F4>:9 D4EE@BFD<@ FBKABEFP D4ECB;A464A<S

EFDB><, >BFBD4S 8BEF<74?4EP 5O CD< <894?PAB@ 6O5BD9 (F.9. CD< 6O5BD9 EFDB><,

;4698B@B A4<5?<:4=L9= > <EF<AAB@G ;A4K9A<R).

!4 D<E. 3.4, 3.5 < 3.6 CD98EF46?9AO 7D4H<>< ;46<E<@BEF< 8BEF<7AGFB=

FBKABEF< D4ECB;A464A<S EFDB>< E CD<@9A9A<9@ BC<E4AAOI 6OL9 CB8IB8B6 > >B@­

5<A<DB64A<R < E >BAFDB?PAO@ @9FB8B@ <894?PAB7B 6O5BD4 A4 C4>9F4I 84AAOI

MIDV-500, MIDV-2019-L < MIDV-2019-D, EBBF69FEF69AAB. %D98A<9 8BEF<7AGFO9

;A4K9A<S ABD@4?<;B64AAB7B D4EEFBSA<S �969ALF9=A4 8B <EF<AAB7B BF69F4 CB­

E?9 >B@5<A<DB64A<S A4 CB?SI QF<I C4>9FB6 84AAOI CD<6989AO 6 F45?<J4I 7,

8 < 9.

�4> @B:AB G6<89FP <; D<E. 3.4 < F45?<JO 7, A4 C4>9F9 84AAOI MIDV-500

A4<5B?99 6OEB>B9 >4K9EF6B D4ECB;A464A<S 8BEF<749FES CD< >B@5<A<DB64A<<
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&45?<J4 7 — %D98A99 ;A4K9A<9 ABD@4?<;B64AAB7B D4EEFBSA<S �969ALF9=A4 8B

<EF<AAB7B BF69F4 CBE?9 >B@5<A<DB64A<S BC<E4AAO@< @9FB84@< 8?S F9>EFB6OI

CB?9= C4>9F4 84AAOI MIDV-500

 9FB8 >B@5<A<DB64A<S
�B?<K9EF6B >B@5<A<DB64AAOI >48DB6

5 10 15 20 25 30

#B8IB8 № 1 (6O5BD <;B5D4:9A<S) 0,0833 0,0629 0,0573 0,0565 0,0554 0,0549

#B8IB8 № 2 (6O5BD D9;G?PF4F4) 0,0999 0,0838 0,0788 0,0792 0,0786 0,0781

#B8IB8 № 3 (ROVER) 0,0995 0,0756 0,0689 0,0677 0,0680 0,0652

�O5BD ;4698B@B A4<5?<:4=L97B 0,0639 0,0408 0,0339 0,0321 0,0315 0,0309

&45?<J4 8 — %D98A99 ;A4K9A<9 ABD@4?<;B64AAB7B D4EEFBSA<S �969ALF9=A4 8B

<EF<AAB7B BF69F4 CBE?9 >B@5<A<DB64A<S BC<E4AAO@< @9FB84@< 8?S F9>EFB6OI

CB?9= C4>9F4 84AAOI MIDV-2019-L

 9FB8 >B@5<A<DB64A<S
�B?<K9EF6B >B@5<A<DB64AAOI >48DB6

5 10 15 20 25 30

#B8IB8 № 1 (6O5BD <;B5D4:9A<S) 0,2331 0,1888 0,1751 0,1653 0,1588 0,1587

#B8IB8 № 2 (6O5BD D9;G?PF4F4) 0,2685 0,2386 0,2300 0,2179 0,2281 0,2209

#B8IB8 № 3 (ROVER) 0,2392 0,1950 0,1833 0,1732 0,1675 0,1643

�O5BD ;4698B@B A4<5?<:4=L97B 0,1733 0,1231 0,1017 0,0868 0,0789 0,0750

&45?<J4 9 — %D98A99 ;A4K9A<9 ABD@4?<;B64AAB7B D4EEFBSA<S �969ALF9=A4 8B

<EF<AAB7B BF69F4 CBE?9 >B@5<A<DB64A<S BC<E4AAO@< @9FB84@< 8?S F9>EFB6OI

CB?9= C4>9F4 84AAOI MIDV-2019-D

 9FB8 >B@5<A<DB64A<S
�B?<K9EF6B >B@5<A<DB64AAOI >48DB6

5 10 15 20 25 30

#B8IB8 № 1 (6O5BD <;B5D4:9A<S) 0,0519 0,0459 0,0431 0,0447 0,0452 0,0463

#B8IB8 № 2 (6O5BD D9;G?PF4F4) 0,0568 0,0514 0,0552 0,0530 0,0538 0,0540

#B8IB8 № 3 (ROVER) 0,0546 0,0412 0,0388 0,0365 0,0370 0,0371

�O5BD ;4698B@B A4<5?<:4=L97B 0,0277 0,0171 0,0149 0,0131 0,0113 0,0103
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$<EGAB> 3.4 — �46<E<@BEFP 8BEF<7AGFB= FBKABEF< D4ECB;A464A<S EFDB>< BF @9­

FB84 >B@5<A<DB64A<S, C4>9F 84AAOI MIDV-500.

@9FB8B@ 6O5BD4 98<AEF69AAB7B <;B5D4:9A<S E @4>E<@4?PAB= BJ9A>B= EHB>G­

E<DB64AABEF< (CB8IB8 № 1). &BF :9 QHH9>F A45?R849FES A4 CB8@AB:9EF69

6<89BCBE?98B64F9?PABEF9= 6 GE?B6<SI A<;>B7B BE69M9A<S <; C4>9F4 84AAOI

MIDV-2019 (D<E. 3.5, F45?<J4 8), IBFS D4;?<K<S @9:8G QF<@ CB8IB8B@ < CB8­

IB8B@ CB?AB7B >B@5<A<DB64A<S @9FB8B@ ROVER (CB8IB8 № 3) G:9 EF4AB6SFES

A9EGM9EF69AAO@<. #D< QFB@, A4 CB8@AB:9EF69 6<89BCBE?98B64F9?PABEF9= E

E<?PAO@< CDB9>F<6AO@< <E>4:9A<S@< <; C4>9F4 84AAOI MIDV-2019 (D<E. 3.6,

F45?<J4 9) >4DF<A4 @9AS9FES: A4<5B?99 6OEB>4S FBKABEFP D4ECB;A464A<S 8B­

EF<749FES CD< CB?AB@ >B@5<A<DB64A<< D9;G?PF4FB6 D4ECB;A464A<S @9FB8B@

ROVER. &9@ E4@O@, EC9J<H<K9E><9 E6B=EF64 CBFB>4 6IB8AOI 84AAOI (<?< <I

D4ECD989?9A<9) @B7GF 6?<SFP A4 6O5BD BCF<@4?PAB= EFD4F97<< >B@5<A<DB64A<S

D9;G?PF4FB6 D4ECB;A464A<S 6 6<89BCBE?98B64F9?PABEF<.

%FB<F F4>:9 ;4@9F<FP, KFB 6B 6E9I FD9I E?GK4SI A4<?GKL97B >4K9EF64

8BEF<74?4 EFD4F97<S 6O5BD4 B8AB7B D9;G?PF4F4 (;4698B@B A4<5?<:4=L97B),
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$<EGAB> 3.5 — �46<E<@BEFP 8BEF<7AGFB= FBKABEF< D4ECB;A464A<S EFDB>< BF

@9FB84 >B@5<A<DB64A<S, C4>9F 84AAOI MIDV-2019, CB8@AB:9EF6B 6<89BCBE?9­

8B64F9?PABEF9=, EASFOI 6 GE?B6<SI A<;>B7B BE69M9A<S.

A9D94?<;G9@4S A4 CD4>F<>9. 1FB 7B6BD<F B FB@, KFB 6E9 9M9 @B:9F EGM9EF6B64FP

>D<F9D<= 6O5BD4 98<AEF69AAB7B A4<?GKL97B D9;G?PF4F4, >BFBDO= 5O >BAE<­

EF9AFAB CB>4;O64? A4<?GKL<9 D9;G?PF4FO A4 6E9I FD9I C4>9F4I 84AAOI.

� ?<F9D4FGD9 6EFD9K4RFES D45BFO < <EE?98B64A<S, D4EE@4FD<64RM<9 <

ED46A<64RM<9 D4;?<KAO9 CB8IB8O > 6O5BDG <;B5D4:9A<=, BCD989?9A<9 A4­

89:ABEF< D9;G?PF4F4 D4ECB;A464A<S <, >4> E?98EF6<9, CBEFDB9A<9 4CD<BDAOI

>D<F9D<96 BJ9A>< >4K9EF64 D9;G?PF4F4 >?4EE<H<>4J<< B5N9>F4 < D4;?<KAOI @9­

FB8B6 E?<SA<S A45BDB6 BJ9AB> >?4EE<H<>4FBDB6 8?S <I 4AE4@5?<DB64A<S <?<

@9:>48DB6B7B >B@5<A<DB64A<S, >4> CD46<?B, A4 BEAB69 54;B6OI EF4F<EF<>. "8­

A4>B 8?S D9L9A<S ;484K< >B@5<A<DB64A<S D9;G?PF4FB6 D4ECB;A464A<S B5N9>F4

6 6<89BCBFB>9 5B?99 EB89D:4F9?PAO@ B5D4;B@ A9B5IB8<@B CBA<@4FP, >4><@ B5­

D4;B@ D4ECD989?SRFES BJ9A>< CD<A48?9:ABEF< 6 6<89BCBFB>9 < >4><@ B5D4;B@

CBEFDB<FP QHH9>F<6AGR CD98<>F<6AGR @B89?P QF<I BJ9AB>.
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$<EGAB> 3.6 — �46<E<@BEFP 8BEF<7AGFB= FBKABEF< D4ECB;A464A<S EFDB>< BF

@9FB84 >B@5<A<DB64A<S, C4>9F 84AAOI MIDV-2019, CB8@AB:9EF6B 6<89BCBE?9­

8B64F9?PABEF9= E ;A4K<F9?PAO@< CDB9>F<6AO@< <E>4:9A<S@<.

3.3.2  B89?<DB64A<9 CBFB>4 D9;G?PF4FB6 D4ECB;A464A<S B5N9>F4

� QFB@ CB8D4;89?9 5G89F CBEFDB9A4 69DBSFABEFA4S @B89?P, EB7?4EB64AA4S

E D9;G?PF4F4@< D4ECB;A464A<S B5D4;B6 B5N9>FB6 6 6<89BCBE?98B64F9?PABEFSI,

A4 CD<@9D9 ;484K< D4ECB;A464A<S B5D4;B6 E<@6B?B6. &4>4S 69DBSFABEFA4S @B­

89?P @B:9F 6 84?PA9=L9@ <ECB?P;B64FPES 8?S >B@5<A<DB64A<S D9;G?PF4FB6

>?4EE<H<>4J<< B8<ABKAOI B5N9>FB6 6 6<89BCBFB>9 >4> K4EFP D9L9A<S ;484K<

D4ECB;A464A<S 6 6<89BCBFB>9 (3.8).

�?S CBEFDB9A<S @B89?< CD98CB?B:<@, KFB J9?96O@ B5N9>FB@ D4ECB;A4­

64A<S S6?S9FES EFDG>FGD<DB64AAO= 8B>G@9AF, EBEFBSM<= <; A45BD4 F9>EFB6OI

CB?9= E ;4D4A99 <;69EFAO@< E6B=EF64@< [215; 237; 238]. �?S F4><I CB?9= 6B;­

@B:AB BFE?9:<64A<9 A9 FB?P>B CBE?98B64F9?PABEF< D9;G?PF4FB6 D4ECB;A464A<S
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F9>EFB6OI CB?9=, AB < 4A4?<; CBE?98B64F9?PABEF< D9;G?PF4FB6 D4ECB;A464A<S

B8AB7B ;A4>B@9EF4 (E<@6B?4) [239].

#GEFP 8?S A9>BFBDB7B 8B>G@9AF4 9EFP CBE?98B64F9?PABEFP >48DB6 {Ik}Kk=1.

!4 >4:8B@ >48D9 Ik <@99FES CB?9 F (Ik), >BFBDB9 EBEFB<F, A9 B7D4A<K<64S B5M­

ABEF<, <; B8AB7B ;A4>B@9EF4 Ak. �G89@ EK<F4FP, KFB ;A4>B@9EFB Ak 9EFP A45BD <;

n 4?PF9DA4F<6 {〈si, Xk
i 〉}ni=1, 789 si – >B8 E<@6B?4 <; A9>BFBDB7B 4?H46<F4 Z (>

CD<@9DG, s1 = «�», s2 = «�» < F.8.), Xk
i – 69DBSFABEFA4S BJ9A>4 4?PF9DA4F<6O

(BJ9A>4 CD<A48?9:ABEF< > >?4EEG), CB?GK9AA4S CD< CB@BM< >?4EE<H<>4FBD4

B8<ABKAB7B E<@6B?4 A4 <;B5D4:9A<< Ik. �6989@ B5B;A4K9A<9 8?S 69>FBD4 BJ9­

AB> Xk = (Xk
1 , . . . , X

k
2 )

T . #GEFP Xk ∈ Tn, 789 Tn – E<@C?9>E.

T
n =

{

(X1, . . . , Xn)
T : Xi ⩾ 0; i = 1, . . . , n;

n
∑

i=1

Xi = 1

}

. (3.16)

� 8BCB?A9A<9 5G89@ CD98CB?474FP, KFB D9;G?PF4FO D4ECB;A464A<SXk, k =

1, . . . , K 9EFP 6O5BD4 <; A9;46<E<@OI B8<A4>B6B D4ECD989?9AAOI 69?<K<A.

!4;B69@ CBE?98B64F9?PABEFP {Xk}Kk=1 CBFB>B@ D9;G?PF4FB6 D4ECB;A464A<S

B5N9>F4.

$4EE@BFD<@ F9C9DP ;484KG @B89?<DB64A<S (4CCDB>E<@4J<<) Q@C<D<K9E>B­

7B ;4>BA4 D4ECD989?9A<S CBFB>4 D9;G?PF4FB6 D4ECB;A464A<S {Xk}Kk=1.  B:AB

6O89?<FP K9FOD9 QF4C4 D9L9A<S CBEF46?9AAB= ;484K< [240]:

1. 6O5BD @B89?<, F.9. 6O86<:9A<9 7<CBF9;O B CD<A48?9:ABEF< 6O5BD><

A9>BFBDB@G E9@9=EF6G D4ECD989?9A<=;

2. BJ9A>4 C4D4@9FDB6 F9BD9F<K9E>B7B D4ECD989?9A<S;

3. BJ9A>4 >4K9EF64 CD<5?<:9A<S;

4. CDB69D>4 EB7?4E<S @9:8G A45?R849@O@< < B:<849@O@< ;A4K9A<S@< E

<ECB?P;B64A<9@ EF4F<EF<K9E><I F9EFB6.

� >?4EE<K9E>B= CBEF4AB6>9 ;484K< @B89?<DB64A<S CB <@9RM9=ES 6O5BD­

>9 A9;46<E<@OI E?GK4=AOI 69?<K<A E A9<;69EFAB= C?BFABEFPR D4ECD989?9A<S,

CD<A48?9:4M9= A9>BFBDB@G E9@9=EF6G C4D4@9FD<K9E><I D4ECD989?9A<=, FD95G­

9FES CBEFDB<FP BJ9A>< A9<;69EFAOI C4D4@9FDB6 E <ECB?P;B64A<9@ CD<AJ<C4

@4>E<@4?PAB7B CD468BCB8B5<S. �4AA4S ;484K4 @B:9F A9 <@9FP D9L9A<S 6 E?G­

K49, 9E?< D4;@9DABEFP 69>FBD4 C4D4@9FDB6 B>4;O649FES 5B?PLB= < ;A4K<F9?PAB

CD96BEIB8<F 6O5BDBKAO= B5N9@. #BQFB@G 8?S D9L9A<S ;484K< 5G89@ D4EE@4F­

D<64FP C4D4@9FD<K9E>B9 E9@9=EF6B >4> >B@5<A4J<R D4ECD989?9A<= E 69>FBD4@<
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C4D4@9FDB6 @9APL9= D4;@9DABEF<. &4>B= CB8IB8 CB;6B?<F CB?GK<FP BJ9A>< C4­

D4@9FDB6 CD< @4?OI B5N9@4I 6O5BDB> D9;G?PF4FB6 D4ECB;A464A<S.

�?S D94?<;4J<< QFB7B CB8IB84 CD<6989@ BEAB6AO9 B5B;A4K9A<S, 4 F4>:9

A9>BFBDO9 BCD989?9A<S < D9;G?PF4FO <; D45BFO [241].

$4EE@BFD<@ 864 CB?B:<F9?PAOI E?GK4=AOI 69>FBD4 X = (X1, . . . , Xn) <

Y = (Y1, . . . , Yn), E6S;4AAOI EBBFABL9A<S@< Xi =
Yi

Y +
, 789 Y + =

∑n
i=1 Yi. �

?<F9D4FGD9 8?S B5B;A4K9A<S 69>FBD4 X <ECB?P;G9FES F9D@<A >B@CB;<J<BAAO9

84AAO9 (compositional data), 4 8?S 69>FBD4 Y – 54;<E. �4@9F<@, KFB BJ9A>< Xi

@B:AB D4EE@BFD<64FP >4> CD<@9D >B@CB;<J<BAAOI 84AAOI.

�B6B?PAB K4EFB >B@CBA9AFO X @B7GF 5OFP E7DGCC<DB64AO EB7?4EAB A9>B­

FBDB@G >D<F9D<R B8ABDB8ABEF<. � CB8B5AOI E?GK4SI CD98EF46?9F <AF9D9E

<;GK9A<9 EG@@4DAOI CB>4;4F9?9= < BFABE<F9?PAOI 69?<K<A 6AGFD< >4:8B=

7DGCCO. �?S HBD@4?<;4J<< F4>B7B CB8IB84 CD<ASFB <ECB?P;B64FP CBASF<9

4@4?P74@4J<S (EB98<A9A<9) < CB8>B@CB;<J<S, >BFBDO9 @B:AB CBSEA<FP E?98G­

RM<@ B5D4;B@. #GEFP a0 = 0 < a1 < . . . < aC−1 < aC = n A45BD <A89>EB6 <

X1, . . . , Xa1|Xa1+1, . . . , Xa2| . . . |XaC−1+1, . . . , XaC (3.17)

CB?AB9 D4;5<9A<9 (CBDS8>4 c− 1) 69>FBD4 X A4 c CB8@AB:9EF6. �EIB8S <; D4;­

5<9A<S (3.17), BCD989?<@ CB8>B@CB;<J<R E <A89>EB@ i:

Si = (Xai−1+1, . . . , Xai)/X
+
i , (3.18)

789 X+
i = Xai−1+1 + . . . + Xai, i = 1, . . . , c. �@4?P74@4J<S CD98EF46?S9F EB5B=

69>FBD X+ = (X+
1 , . . . , X

+
c ).

�;69EFAB [242], KFB 8?S @B89?<DB64A<S >B@CB;<J<BAAOI 84AAOI EGM9­

EF69AAO@ S6?S9FES A4?<K<9 G A<I E6B=EF64 >B@CB;<J<BAAB= <A64D<4AFABEF<.

�4;<E Y >B@CB;<J<BAAB <A64D<4AF9A, 9E?< EBBF69FEF6GRM4S >B@CB;<J<S

X = C(Y) A9 ;46<E<F BF 69?<K<AO Y +. (4>F<K9E><, 6E9 69DE<< CBASF<= A9;4­

6<E<@BEF<, CD98EF46?9AAO9 6 ?<F9D4FGD9, @B7GF 5OFP 6OD4:9AO 6 F9D@<A4I

CB8>B@CB;<J<= Si, i = 1, . . . , c, < 4@4?P74@4J<< X+. !4CD<@9D, D4EE@BFD<@

A4<5B?99 CBCG?SDAO= E?GK4= D4;5<9A<S CBDS8>4 1 (c = 2). "5B;A4K<@ A9;46<­

E<@BEF< E<@6B?B@ ⊥ < 6;4<@AGR A9;46<E<@BEFP C9D9@9AAOI >4> A ⊥ B ⊥ C.

#GEFP a1 = m. &B784 A9;46<E<@BEFP D4;5<9A<= B;A4K49F, KFB S1 ⊥ S2 ⊥ X+;

CB8>B@CB;<J<BAA4S <A64D<4AFABEFP – (S1,S2) ⊥ X+; A9=FD4?PABEFP E?964 –

S1 ⊥ (S2, X
+); A9=FD4?PABEFP ECD464 – S2 ⊥ (S1, X

+); CB8>B@CB;<J<BAA4S A9;4­

6<E<@BEFP – S1 ⊥ S2.
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�?S @B89?<DB64A<S >B@CB;<J<BAAOI 84AAOI B8A<@ <; >?RK96OI @AB7B­

@9DAOI D4ECD989?9A<= S6?S9FES D4ECD989?9A<9 �<D<I?9. "AB <7D49F 64:AGR

DB?P 8?S CD98EF46?9A<S CDBCBDJ<=. 1FB D4ECD989?9A<9 <@99F CDBEFB= 6<8 <

B5?4849F @AB7<@< G8B5AO@< @4F9@4F<K9E><@< E6B=EF64@< [243]. �@9EF9 E F9@,

EK<F49FES, KFB D4ECD989?9A<9 �<D<I?9 A98BEF4FBKAB7B 7<5>B9. #BQFB@G, D4;AO­

@< 46FBD4@< 5O?< CD98?B:9AO B5B5M9A<S D4ECD989?9A<S �<D<I?9 [241; 242].

%?GK4=AO= 69>FBD X = (X1, . . . , Xn)
T ∈ Tn <@99F D4ECD989?9A<9 �<D<I­

?9, 9E?< C?BFABEFP D4ECD989?9A<S <@99F E?98GRM<= 6<8:

fD(xn;α) =
Γ(α+)

∏n
i=1 Γ(αi)

n
∏

i=1

xαi−1
i , (3.19)

789 α – 69>FBD CB?B:<F9?PAOI C4D4@9FDB6, α+ =
∑n

i=1 αi.

%GM9EF6G9F [243] CDBEF4S E6S;P @9:8G C4D4@9FD4@< EB6@9EFAB= C?BFABEF<

< @4D7<A4?PAOI C?BFABEF9= >4:8B= <; >B@CBA9AF Xi ∼ Beta(αi,α+ − αi).

#DB<;6989@ E?98GRM99 CD9B5D4;B64A<9:

X∗
1 = X1, X∗

i =
Xi

1−
∑i−1

j=1Xj

, i = 2, . . . , n− 1. (3.20)

&B784 8?S QF<I E?GK4=AOI 69?<K<A ECD4698?<6B:

X∗
1 ∼ Beta

(

α1,

n
∑

j=2

αj

)

<

X∗
i |X1, . . . , Xi−1 ∼ Beta

(

αi,

n
∑

j=i+1

αj

)

, i = 2, . . . , n− 1. (3.21)

�<5>B9 D4ECD989?9A<9 �<D<I?9 FDn(α,p, τ) 5O?B 6C9D6O9 CD98?B:9AB 6

D45BF9 [241]. #GEFP X = (X1, . . . , Xn)
T ∈ Tn. (GA>J<S D4ECD989?9A<S 69>FBD4

X ∼ FDn(α,p, τ) CD98EF46?S9F EB5B= >BA9KAGR E@9EP D4ECD989?9A<= �<D<I?9:

FDn(x;α,p, τ) =
n
∑

i=1

piD
n(x;α+ τei), (3.22)

789 ei – 69>FBD E AG?96O@< Q?9@9AF4@<, ;4 <E>?RK9A<9@ i-7B, >BFBDO= D469A

98<A<J9, 4 C?BFABEFP D4ECD989?<S <@99F E?98GRM<= 6<8:

fFD(x;α,p, τ) =
Γ(α+ + τ)
∏n

i=1 Γ(αi)

(

n
∏

i=1

xαi−1
i

)(

n
∑

i=1

pi
Γ(αi)

Γ(αi + τ)
xτi

)

, (3.23)
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789 x ∈ Tn; i = 1, . . . , n; αi > 0,α+ =
∑n

i=1 αi; 0 ⩽ pi < 1,
∑n

i=1 pi = 1; τ > 0.

 4D7<A4?PAO9 D4ECD989?9A<S >B@CBA9AF 69>FBD4 X @B:AB CD98EF46<FP

E?98GRM<@ B5D4;B@:

Xi ∼ piBeta(αi+τ,α+−αi)+(1−pi)Beta(αi,α+−αi+τ), i = 1, . . . , n. (3.24)

�G89@ 7B6BD<FP, KFB 69>FBD X = (X1, . . . , Xn)
T ∈ Tn <@99F D4ECD989?9­

A<9 �BAABD4- BE<@4AA4 CM(α,β), 9E?< C?BFABEFP 97B D4ECD989?9A<S @B:AB

CD98EF46<FP E?98GRM<@ B5D4;B@ [244]:

fCM(x;α,β) =





n−1
∏

i=1

Γ(αi + βi)

Γ(αi)Γ(βi)
xαi−1
i

(

n
∑

j=i

xj

)βi−1−(αi+βi)


 xβn−1−1
n , (3.25)

789 x ∈ Tn; αi > 0, i = 1, . . . , n,βj > 0, j = 1, . . . , n − 1,β0 = 0.

#D<@9A<@ CD9B5D4;B64A<9, 4A4?B7<KAB9 (3.20):

X∗
1 = X1, X∗

i =
Xi

1−
∑i−1

j=1

, i = 2, . . . , n− 1. (3.26)

%BBF69FEF69AAB, GE?B6AO9 D4ECD989?9A<S BCD989?SRFES E?98GRM<@ B5D4­

;B@:

X∗
1 ∼ Beta(α1,β1) < X∗

i |X1, . . . , Xi−1 ∼ Beta(αi,βi), i = 2, . . . , n− 1. (3.27)

% D4ECD989?9A<9@ �<D<I?9 F9EAB E6S;4AB C4D4@9FD<K9E>B9 E9@9=EF6B

@AB7B@9DAOI D4ECD989?9A<= �<G6<??S. �?S D4EE@BFD9A<S 6O59D9@ <; QFB7B

E9@9=EF64 D4ECD989?9A<9 59F4-�<G6<??S. #GEFP 69>FBD X ∈ (0, 1)n <@99F EFB­

I4EF<K9E>B9 CD98EF46?9A<9 X = RY, 789 R ⊥ Y, R =
∑n

i=1Xi, R ∼ Beta(a, b),

Y = (Y1, . . . , Yn)
T ∈ Tn, Y ∼ Dir(α). &B784 5G89@ 7B6BD<FP, KFB 69>FBD X

<@99F D4ECD989?9A<9 59F4-�<G6<??S. #?BFABEFP D4ECD989?9A<S 59F4-�<G6<??S

@B:AB CD98EF46<FP 6 E?98GRM<9@ 6<89 [245]:

fBL(x1, . . . , xn; a, b,α1, . . . ,αn) =

=
Γ(a+ b)Γ (

∑n
i=1 αi)

Γ(a)Γ(b)
∏n

i=1 Γ(αi)
×
(

n
∑

i=1

xi

)a−
n
∑

i=1

αi−1(

1−
n
∑

i=1

xi

)b−1 n
∏

i=1

xαi−1
i . (3.28)

$4EE@BFD<@ 69>FBD BJ9AB> X ∈ Tn. !9 B7D4A<K<64S B5MABEF<, 5G89@

EK<F4FP, KFB 6OCB?AS9FES X1 ⩾ . . . ⩾ Xn. �4848<@ A9>BFBDO= >D<F9D<=,



152

<ECB?P;GS >BFBDO= @B:AB D4;5<FP >B@CB;<J<R X A4 869 CB8>B@CB;<J<<

X(1) = (X1, . . . , Xm)
T < X(2) = (Xm+1, . . . , Xn)

T . !4CD<@9D, > C9D6B= CB8>B@CB­

;<J<< BFA9E9@ 6E9 Q?9@9AFO, ;A4K9A<S >BFBDOI CD96BEIB8SF A9>BFBDO= GDB69AP

L, 4 6E9 BEF46L<9ES – >B 6FBDB=. "59 CB8>B@CB;<J<< @B:AB CD98EF46<FP 6 E?9­
8GRM9@ 6<89:

X(1) = X
(1)
+

X(1)

X
(1)
+

, X(2) = X
(2)
+

X(2)

X
(2)
+

, (3.29)

789 X
(1)
+ =

∑m
i=1Xi; X

(2)
+ =

∑n
i=m+1Xi; X

(2)
+ = 1 − X

(1)
+ . �4?99, 66989@ AB­

6O9 C9D9@9AAO9:

Z(1) =
X(1)

X
(1)
+

, Z(2) =
X(2)

1−X
(1)
+

, R = X
(1)
+ . (3.30)

&B784 8?S X @B:AB 6OC<E4FP 6OD4:9A<9:

X =

(

X(1)

X(2)

)

=

(

R · Z(1)

(1−R) · Z(2)

)

, (3.31)

789 X(1) – m-@9DAO= 69>FBD; X(2) – (n − m)-@9DAO= 69>FBD.

�4?99 EHBD@G?<DG9@ CD98CB?B:9A<S 8?S C9D9@9AAOI, 6IB8SM<I 6 C9D6GR

K4EFP 6OD4:9A<S (3.31):

– #D98CB?B:9A<9 1. #GEFP 6OCB?AS9FES Z(1) ⊥ Z(2) ⊥ R.

– #D98CB?B:9A<9 2. #GEFP R ∼ Beta(a, b).

– #D98CB?B:9A<9 3. #GEFP Z(2) ∼ Dir(α(2)).

– #D98CB?B:9A<9 4. #GEFP Z(1) ∼ Dir(α(1)).

– #D98CB?B:9A<9 5. #GEFP Z(1) ∼ FD(α(1),p, τ).

– #D98CB?B:9A<9 6. #GEFP Z(1) ∼ CM(α(1),β(1)).

�?S GCDBM9A<S B5B;A4K9A<= 5G89@ EK<F4FP, KFB

α =

(

α(1)

α(2)

)

= (α1, . . . ,αn)
T , (3.32)

789 α(1) – m-@9DAO= 69>FBD C4D4@9FDB6; α(2) – (n − m)-@9DAO= 69>FBD C4D4­

@9FDB6.

�ECB?P;GS CD98CB?B:9A<S, CBEFDB<@ FD< 69DBSFABEFAO9 @B89?< D4ECD9­

89?9A<S >B@CB;<J<< X.
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 B89?P 1. �E?< 6OCB?ASRFES CD98CB?B:9A<S 1–4, FB C?BFABEFP D4ECD989­

?9A<S >B@CB;<J<< X 5G89F <@9FP E?98GRM<= 6<8:

f1(x1, . . . , xn; a, b,α1, . . . ,αn) =

=
Γ(a+ b)Γ (

∑m
i=1 αi) Γ

(
∑n

i=m+1 αi

)

Γ(a)Γ(b)
∏n

i=1 Γ(αi)
×

×
(

m
∑

i=1

xi

)a−
m
∑

i=1

αi−1( n
∑

i=m+1

xi

)b−
n
∑

i=m+1

αi−1 n
∏

i=1

xαi−1
i . (3.33)

�9=EF6<F9?PAB, 6OC<L9@ EB6@9EFAGR C?BFABEFP D4ECD989?9A<S

(Z(1), R,Z(2)):

Γ(a+ b)

Γ(a)Γ(b)
ra−1(1− r)b−1 ×

Γ (
∑m

i=1 αi)
∏m

i=1 Γ(αi)

m
∏

i=1

[z
(1)
i ]αi−1×

×
Γ
(
∑n

i=m+1 αi

)

∏n
i=m+1 Γ(αi)

n
∏

i=m+1

[z
(2)
i ]αi−1. (3.34)

�4?99 A9B5IB8<@B C9D9=F< > >BBD8<A4F4@ x1, . . . , xn, x
(1)
+ . �OK<E?<@ ;A4­

K9A<9 3>B5<4A4:

J(z
(1)
1 , . . . , z(1)m , r, z

(2)
m+1, . . . , z

(2)
n → x1, . . . , xn, x

(1)
+ ) =

= (x
(1)
+ )−m(1− x

(1)
+ )−(n−m). (3.35)

&4><@ B5D4;B@, E GK9FB@ (3.30), (3.34) < (3.35), E?98G9F (3.33).

 B89?P 2. �E?< 6OCB?ASRFES CD98CB?B:9A<S 1–3 < 5, FB C?BFABEFP D4E­

CD989?9A<S >B@CB;<J<< X 5G89F <@9FP E?98GRM<= 6<8:

f2(x1, . . . , xn; a, b,α1, . . . ,αn, p1, . . . , pn, τ) =

=
Γ(a+ b)Γ (

∑m
i=1 αi + τ) Γ

(
∑n

i=m+1 αi

)

Γ(a)Γ(b)
∏n

i=1 Γ(αi)

(

m
∑

i=1

xi

)a−
m
∑

i=1

αi−τ−1

×

×
(

n
∑

i=m+1

xi

)b−
n
∑

i=m+1

αi−1 n
∏

i=1

xαi−1
i

(

m
∑

i=1

pi
Γ(αi)

Γ(αi + τ)
xτi

)

. (3.36)
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 B89?P 3. �E?< 6OCB?ASRFES CD98CB?B:9A<S 1–3 < 6, FB C?BFABEFP D4E­

CD989?9A<S >B@CB;<J<< X 5G89F <@9FP E?98GRM<= 6<8:

f3(x1, . . . , xn; a, b,α1, . . . ,αn,β1, . . . ,βm−1) =

=
Γ(a+ b)Γ

(
∑n

i=m+1 αi

)

Γ(a)Γ(b)
∏n

i=m+1 Γ(αi)

(

m
∑

i=1

xi

)a−1( n
∑

i=m+1

xi

)b−
n
∑

i=m+1

αi−1

×

×
m−1
∏

i=1





Γ(αi + βi)

Γ(αi)Γ(βi)
xαi−1
i

(

m
∑

j=i

xj

)βi−1−(αi+βi)


 xβm−1−1
m

n
∏

i=m+1

xαi−1
i . (3.37)

�?S CBEFDB9A<S BJ9AB> D4ECD989?9A<S �<D<I?9 CD<@9A<@ CD<AJ<C @4>E<­

@G@4 CD468BCB8B5<S. �G89@ CB?474FP, KFB ;4 BJ9A>< C4D4@9FDB6 CD<A<@4RFES

F9 ;A4K9A<S, >BFBDO9 B59EC9K<64RF @4>E<@G@ ?B74D<H@<K9E>B= HGA>J<< CD46­

8BCB8B5<S:

L(x(j)
n ;α) =

k
∑

j=1

log fD(x
(j)
n ;α) =

= k

{

log Γ

(

n
∑

i=1

αi

)

−
n
∑

i=1

log Γ(αi) +
n
∑

i=1

(αi − 1) logGi

}

, (3.38)

789 Gi =
(

∏n
j=1 xji

)
1
k

, i = 1, . . . , n.

�;69EFAB [246], KFB HGA>J<S L S6?S9FES 6OCG>?B= CB α, CBE>B?P>G D4E­

CD989?9A<9 �<D<I?9 BFABE<FES > Q>ECBA9AJ<4?PAB@G E9@9=EF6G D4ECD989?9A<=.

1FB B;A4K49F, KFB HGA>J<S L S6?S9FES GA<@B84?PAB=, 4 @4>E<@G@ @B:9F 5OFP

A4=89A CDBEFO@ CB<E>B@ E <ECB?P;B64A<9@, A4CD<@9D, @9FB84 !PRFBA4-$4H­

EBA4 [243; 247].

"J9A<64A<9 C4D4@9FDB6 7<5>B7B D4ECD989?9A<S �<D<I?9 5G89@ D4EE@4F­

D<64FP >4> ;484KG D4;89?9A<S >BA9KAB= E@9E< D4ECD989?9A<= �<D<I?9, 8?S

D9L9A<S >BFBDB= <ECB?P;G9FES EM-4?7BD<F@ [248; 249]. #D98CB?B:<@, KFB

<@99FES k A9;46<E<@OI A45?R89A<= xj, j = 1, . . . ,k, >4:8B9 <; >BFBDOI CD98­

EF46?S9F EB5B= D94?<;4J<R E?GK4=AB= 69?<K<AO E C?BFABEFPR D4ECD989?9A<S,

;484649@B= EBBFABL9A<9@ (3.23). �4?99 ;4848<@ CB?AO= 69>FBD 84AAOI xc:

xc = (x,v) = (x1,v1, . . . ,xk,vk), (3.39)

789 69>FBD @9FB> vj = (vj1, . . . , vjn) CD98EF46?S9F A9<;69EFAO9 84AAO9, vji =

1, 9E?< j-9 A45?R89A<9 CD98EF46?S9F EB5B= D94?<;4J<R E?GK4=AB= 69?<K<AO E
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C?BFABEFPR D4ECD989?9A<S, ;484649@B= i-= >B@CBA9AFB= E@9E< D4ECD989?9A<S,

< vji = 0, 6 BEF4?PAOI E?GK4SI.

�OC<L9@ 6OD4:9A<9 8?S ?B74D<H@<K9E>B= HGA>J<< CD468BCB8B5<S E

GK9FB@ (3.22) < (3.39):

logLc(θ) =
k
∑

j=1

n
∑

i=1

vji [log pi + log fD(xj;α+ τei)] , (3.40)

789 θ = (α,p, τ); fD(xj;α + τei) – C?BFABEFP D4ECD989?9A<S �<D<I?9.

�4?99 BCD989?<@ <F9D4J<BAAO= 4?7BD<F@ F<C4 EM D9L9A<S ;484K< CB­

EFDB9A<S BJ9AB> C4D4@9FDB6, >BFBDO= 54;<DG9FES A4 @9FB89 @4>E<@<;4J<<

CD468BCB8B5<S. ,47 4?7BD<F@4 s + 1 EBEFB<F 6 E?98GRM9@.

E-step: CD< CB?GK9AAOI A4 L479 s BJ9A>4I C4D4@9FDB6 θ(s) =

(α(s),p(s), τ(s)) < 6O5BDBKAOI 84AAOI x = (x1, . . . ,xk) CB?GK49@ 6OD4:9A<9

8?S ?B74D<H@<K9E>B= HGA>J<< CD468BCB8B5<S (3.40):

Q(θ; θ(s)) =
k
∑

j=1

n
∑

i=1

pi(xj; θ
(s)) [log pi + log fD(xj;α+ τei)] , (3.41)

789 pi(xj; θ
(s)) – 4CBEF9D<BDA4S 69DBSFABEFP CD<A48?9:ABEF< A45?R89A<S xj

> i-= >B@CBA9AFO E@9E< D4ECD989?9A<= CD< ;484AAB@ ;A4K9A<< θ(s), >BFBD4S

BCD989?S9FES E?98GRM<@ B5D4;B@:

pi(xj; θ) =
pifD(xj;α+ τei)

∑n
r=1 prfD(xj;α+ τer)

, i = 1, . . . , n. (3.42)

M-step: @4>E<@<;<DG9@ 6OD4:9A<9 (3.41) E J9?PR CB?GK9A<S BJ9A><

θ(s+1):

θ(s+1) = argmax
θ

Q(θ; θ(s)). (3.43)

� K4EFABEF<, p
(s+1)
i = 1

k

∑k
j=1 pi(xj; θ

(s)), i = 1, . . . , n − 1, 6 FB 6D9@S >4>

;A4K9A<S α(s+1) < τ(s+1) @B7GF 5OFP A4=89AO E CD<@9A9A<9@ @9FB84 !PRFBA4­

$4HEBA4.

�OCB?A9A<9 <F9D4J<= CDB<EIB8<F 8B F9I CBD, CB>4 A9 5G89F 8BEF<7AGFB

«8BEF4FBKAB @4?B9» <;@9A9A<9 A45?R849@B7B ?B74D<H@<K9E>B7B CD468BCB8B­

5<S (<?< 6 BJ9A>4I C4D4@9FDB6).

#B?GK<FP BJ9A>< C4D4@9FDB6 D4ECD989?9A<S �BAABD4- BE<@4AA4 @B:AB

E <ECB?P;B64A<9@ E6B=EF64 GE?B6AOI D4ECD989?9A<= (3.27) [244]. �OCB?A<@ BJ9­

A<64A<9 C4D4@9FDB6 59F4-D4ECD989?9A<= αr,βr, r = 1, . . . , n − 1 < CB?GK9AAO9

BJ9A>< 6B;P@9@ 6 >4K9EF69 BJ9AB> <EIB8AB7B D4ECD989?9A<S.
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&9C9DP D4EE@BFD<@ ;484KG 6O5BD4 @B89?< <; @AB:9EF64 >BA>GD<DGRM<I

@B89?9=, >BFBD4S 849F A4<?GKL99 6 A9>BFBDB@ E@OE?9 CD<5?<:9A<9 > I4­

D4>F9D<EF<>4@ <;GK49@B7B CBFB>4 D9;G?PF4FB6 D4ECB;A464A<S. � EB6D9@9AAB@

EF4F<EF<K9E>B@ 4A4?<;9 8?S J9?9= D4A:<DB64A<S @B89?9= <ECB?P;G9FES CDB­

EFB= < QHH9>F<6AO= <AEFDG@9AF – <AHBD@4J<BAAO= >D<F9D<= �>4<>9 (AIC),

>BFBDO= @B:AB CD98EF46<FP E?98GRM<@ B5D4;B@:

QAIC(F
(k), θ̂(k)) = −2

n
∑

j=1

ln f (k)(yj; θ̂
(k)) + 2q(k), (3.44)

789 F (k) – k-S @B89?P; f (k)(·) – C?BFABEFP D4ECD989?9A<S 8?S F (k); yj – 6O5B­

DBKAO9 84AAO9, j = 1, . . . , n; θ̂(k) – 69>FBD-C4D4@9FD 8?S F (k); q(k) – K<E?B

C4D4@9FDB6, BF >BFBDOI ;46<E<F F (k).

�O5BD @B89?< ;4>?RK49FES 6 D4A:<DB64A<< @B89?9= 6 EBBF69FEF6<< EB

;A4K9A<S@< >D<F9D<S QAIC < CD98CBKF9A<< @B89?< E 97B A4<@9APL<@ ;A4K9­

A<9@.

%FB<F ;4@9F<FP, KFB A4 BEAB64A<< >D<F9D<S AIC @B:AB CBEFDB<FP CD4­

6<?B D4;5<9A<S >B@CB;<J<< X. #GEFP 8?S A9>BFBDB7B A45BD4 D4;@9DABEF9=

CB8>B@CB;<J<< M = {mmin, . . . ,mmax} 6OCB?ASRFES CD98CB?B:9A<S 1–3. &B­
784 <E>B@GR D4;@9DABEFP 8?S, A4CD<@9D, @B89?< 1 @B:AB BCD989?<FP, >4>

D9L9A<9 ;484K<

m∗ = argmin
m∈M

(

−2
K
∑

k=1

ln f1(X
k
1 , . . . , X

k
n; â, b̂, α̂1, . . . , α̂m, 1, . . . , 1) + 2m

)

.

(3.45)

�97>B ;4@9F<FP, KFB CB?GK9AAO9 D9;G?PF4FO (3.33), (3.36) < (3.37) D4;­

?<K4RFES F<CB@ D4ECD989?9A<S, BC<EO64RM97B 69?<K<AG X(1)/X
(1)
+ . #BQFB@G,

B7D4A<K<@ES 6OK<E?9A<9@ ;A4K9A<= K4EF<KAB7B >D<F9D<S QAIC (E@. F45?<JG

10).

&9C9DP BEF4AB6<@ES A4 6BCDBE9, A4E>B?P>B IBDBLB CD98?B:9AAO9 @B89­

?< EB7?4EGRFES E <@9RM<@<ES 84AAO@<. #D9:89 K9@ C9D9=F< > CBEFDB9A<R

B5N9>F<6AOI >B?<K9EF69AAOI BJ9AB>, CB?9;AB CB869D7AGFP CB?GK9AAO9 @B89?<

CDBJ98GD9 A9HBD@4?PAB= 7D4H<K9E>B= 8<47ABEF<><, F.9., CDB69EF< ED46A9A<9

6O5BDBKAOI 84AAOI E C4D4@9FD<K9E>B= @B89?PR 7D4H<K9E><@< @9FB84@<.

�?S CDB69D>< I4D4>F9D4 6O5BDBKAB7B D4ECD989?9A<S CBEFDB<@ F4> A4;O649­

@O= «7D4H<> >64AF<?9=». !4 F4>B@ 7D4H<>9 <;B5D4:4RFES >64AF<?< 86GI

D4ECD989?9A<= – Q@C<D<K9E>B7B < F9BD9F<K9E>B7B. #D< IBDBL9@ EBBF69FEF6<<
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&45?<J4 10 — %D46A9A<9 @B89?9=, BC<EO64RM<I D9;G?P­

F4FO D4ECB;A464A<S B5D4;B6 E<@6B?B6 6 6<89BCBFB>9

 B89?P �A4K9A<9 QAIC

 B89?P 1 (D4ECD989?9A<9 �<D<I?9) −221,73

 B89?P 2 (7<5>B9 D4ECD989?9A<9 �<D<I?9) −228,50

 B89?P 3 (D4ECD989?9A<9 �BAABD4- BE<@4AA4) −234,39

F9BD9F<K9E>B7B D4ECD989?9A<S CDB69DS9@O@ 84AAO@ FBK>< A4 7D4H<>9 D4ECB­

?474RFES 68B?P CDS@B= ?<A<<. !4 D<EGA>4I 3.7-3.10 CD<6989AO 7D4H<>< 8?S

CD98?B:9AAOI @B89?9=.

$<EGAB> 3.7 — �D4H<> �-� 8?S C9D9@9AAB= X
(1)
+ CD< CDB69D>9 CD98CB?B:9A<S

2.

#D9:89 K9@ C9D9=F< > HBD@G?<DB6>4@ < CDB69D>9 7<CBF9; B EB7?4E<<,

CD<6989@ HBD@G?G «EF4A84DF<;4J<<» E?GK4=AB= 69?<K<AO X , <@9RM9= D4E­

CD989?9A<9 Beta(a, b):

X∗ = I(X; a, b) =
B(X; a, b)

B(a, b)
=

1

B(a, b)

∫ X

0

ta−1(1− t)b−1dt, (3.46)
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$<EGAB> 3.8 — �D4H<> �-� 8?S X(1) 8?S @B89?< 1.

$<EGAB> 3.9 — �D4H<> �-� 8?S X(1) 8?S @B89?< 2.

789 I(X; a, b) – D97G?SD<;B64AA4S A9CB?A4S 59F4-HGA>J<S; B(X; a, b) – A9CB?A4S

59F4-HGA>J<S; B(a, b) – 59F4-HGA>J<S. �;69EFAB [250], KFB FD4AEHBD@<DB64AA4S

E?GK4=A4S 69?<K<A4 B5?4849F E?98GRM<@ E6B=EF6B@:

X∗ ∼ Beta(1, 1). (3.47)

!4@ CBA48B5<FES 4A4?B7<KA4S (3.46) HBD@G?4 FD4AEHBD@4J<< 8?S E?G­

K4=AB= 69?<K<AO Y , BF69K4RM9= E@9E< 59F4-D4ECD989?9A<=

Y ∼ p · Beta(a1, a2) + (1− p) · Beta(b1, b2). (3.48)

�6989@ E?98GRM99 CD9B5D4;B64A<9:

Y ∗ = p · I(Y ; a1, a2) + (1− p) · I(Y ; b1, b2), (3.49)

FB784 Y ∗ ∼ Beta(1, 1).
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$<EGAB> 3.10 — �D4H<> �-� 8?S X(1) 8?S @B89?< 3.

(BD@4?PAB, 6E9 A9B5IB8<@O9 8?S A4L<I J9?9= 7<CBF9;O EB7?4E<S <@9­

RF B5M<= 6<8. #GEFP X1, . . . , Xn – CBE?98B64F9?PABEFP A9;46<E<@OI B8<A4>B6B

D4ECD989?9AAOI E?GK4=AOI 69?<K<A E HGA>J<9= D4ECD989?9A<S F . &B784 CDB­

69DS9FES AG?964S 7<CBF9;4

H0 : F (x) = I(x; 1, 1). (3.50)

�?S CDB69D>< EBBF69FEF6<S 6O5BDBKAB7B D4ECD989?9A<S F9BD9F<K9E>B@G

;4>BAG 5G89@ <ECB?P;B64FP >?4EE<K9E><= >D<F9D<= EB7?4E<S �A89DEBA4-�4D­

?<A74 [251], 54;<DGRM<=ES A4 EF4F<EF<>9 [252]:

SΩ = −n− 2
n
∑

i=1

{

2i− 1

2n
lnF (xi, θ) +

(

1−
2i− 1

2n

)

ln (1− F (xi, θ))

}

. (3.51)

'>4:9@, KFB 5B?PL<9 ;A4K9A<S EF4F<EF<>< SΩ G>4;O64RF A4 C?BIB9

EBBF69FEF6<9. $4ECD989?9A<9 EF4F<EF<>< SΩ 5OEFDB CD<5?<:49FES > 4E<@CFB­

F<K9E>B@G D4ECD989?9A<R, <@9RM9@G 6<8 [253]

a2(S) =

√
2π

S

∞
∑

j=0

(−1)j
Γ(j + 1

2)(4j + 1)

Γ(12)Γ(j + 1)
exp

{

−
(4j + 1)2π2

8S

}

×

×
∫ ∞

0

exp

{

S

8(y2 + 1)
−

(4j + 1)2π2y2

8S

}

dy. (3.52)

�?S CD4>F<K9E><I J9?9= QFB D4ECD989?9A<9 @B:9F <ECB?P;B64FPES CD<

GE?B6<<, KFB D4;@9D 6O5BD>< 5B?PL9 5 [251].
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!4>BA9J, D4EE@BFD<@ EI9@G CDB69D>< 7<CBF9;. �B;P@9@ CD98CB?B:9A<9 4.

F4> >4> Z(1) ∼ Dir(α(1)), FB, <ECB?P;GS E6B=EF64 (3.20) < (3.21) D4ECD989?9A<S

�<D<I?9, @B:AB CB?GK<FP:

Z∗
1 = Z

(1)
1 , Z∗

i =
Z

(1)
i

1−
∑i−1

j=1 Z
(i)
j

,

Z∗
1 ∼ Beta

(

α
(1)
1 ,

m
∑

j=2

α
(1)
j

)

,

Z∗
i |Z

(1)
1 , . . . , Z

(1)
i−1 ∼ Beta

(

α
(1)
i ,

m
∑

j=i+1

α
(1)
j

)

, i = 2, . . . ,m− 1.

(3.53)

#D<@9A<@ > Z∗
i CD9B5D4;B64A<9 (3.46) < CB?GK<@:

Y1 = I

(

Z∗
1 ;α

(1)
1 ,

m
∑

j=2

α
(1)
j

)

,

Yi = I

(

Z∗
i ;α

(1)
i ,

m
∑

j=i+1

α
(1)
j

)

, i = 1, . . . ,m− 1.

(3.54)

&B784, GK<FO64S (3.47), @B:AB EHBD@G?<DB64FP 7<CBF9;G EB7?4E<S 6 E?9­

8GRM9@ 6<89:

H0 : Fi(y) = I(y; 1, 1), (3.55)

789 Fi(y) – HGA>J<S D4ECD989?9A<S E?GK4=AB= 69?<K<AO Yi, i = 1, . . . ,m − 1;

I(y; 1, 1) – D97G?SD<;B64AA4S A9CB?A4S 59F4-HGA>J<S E C4D4@9FD4@< (1, 1).

$9;G?PF4FO CDB69D>< EB7?4E<S 8?S 86GI CDB69DBKAOI 4?PF9DA4F<6 D9;G?P­

F4FB6 D4ECB;A464A<S F9>EFB6B7B E<@6B?4 CD98EF46?9AO 6 F45?<J9 11.

�4> 6<8AB, CD< ;484A<< GDB6AS ;A4K<@BEF< α < 0,18 A9F BEAB64A<= 8?S

BF>?BA9A<S CDB69DS9@OI 7<CBF9; CB >D<F9D<S@ EB7?4E<S CB 6E9@ @B89?S@.

&4><@ B5D4;B@, 5O?< CBEFDB9AO AB6O9 69DBSFABEFAO9 @B89?<, BC<EO­

64RM<9 D9;G?PF4FO D4ECB;A464A<S E<@6B?B6 F9>EFB6OI CB?9= 8B>G@9AFB6 6

6<89BCBE?98B64F9?PABEF<. �6989AB CBASF<9 CBFB>4 D9;G?PF4FB6 D4ECB;A464A<S.

$4EE@BFD9AAO9 @B89?< CD98CB?474RF, KFB D9;G?PF4F D4ECB;A464A<S ;A4>B@9EF4

6 CB?9 8B>G@9AF4 @B:AB CD98EF46<FP 6 6<89 >B@CB;<J<< E?GK4=AOI 69?<K<A

< E?GK4=AOI 69>FBDB6. �?S D4;?<KAOI CD98CB?B:9A<= CB?GK9AO 6OD4:9A<S

C?BFABEF9= D4ECD989?9A<= D9;G?PF4FB6 D4ECB;A464A<S ;A4>B@9EF4 < CD<6989AO

@9FB8O BJ9A<64A<S A9B5IB8<@OI C4D4@9FDB6. �?S D4A:<DB64A<S @B89?9= 5O?

<ECB?P;B64A <AHBD@4J<BAAO= >D<F9D<= �>4<>9. #DB6989AO CDB69D><, >BFBDO9
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&45?<J4 11 — $9;G?PF4FO CDB69D>< EB­

7?4E<S @B89?9= 8?S 86GI CDB69DBKAOI

4?PF9DA4F<6 D9;G?PF4FB6 D4ECB;A464A<S

F9>EFB6B7B E<@6B?4

�?PF9DA4F<64  B89?P �A4K9A<9 SΩ p-value

«�»

1 1,4679 0,1844

2 0,6732 0,5807

3 0,5187 0,7273

«�»

1 1,0981 0,3095

2 0,5169 0,7286

3 0,1396 0,9992

CB8F69D8<?< 489>64FABEFP 69DBSFABEFAOI @B89?9=. #B?GK9AAO9 CD< @B89?<DB­

64A<< CBFB>4 D9;G?PF4FB6 D4ECB;A464A<S C4D4@9FDO @B:AB <ECB?P;B64FP 8?S

>B@5<A<DB64A<S D9;G?PF4FB6 >?4EE<H<>4J<< B8<ABKAOI E<@6B?B6, D9L4S F9@

E4@O@ ;484KG D4ECB;A464A<S B5N9>F4 6 6<89BCBFB>9 CB EI9@9 (3.2).

�84CF<DB646 FBF <?< <AB= 4?7BD<F@ >B@5<A<DB64A<S D9;G?PF4FB6 CB­

>48DB6B7B D4ECB;A464A<S B5N9>F4, >BFBDO= 5O 4>>G@G?<DB64? < B5AB6?S?

D9;G?PF4F, 8?S EB;84A<S E<EF9@O D4ECB;A464A<S 6 6<89BCBFB>9 F9C9DP A9B5IB­

8<@B D9L<FP ;484KG BEF4AB6>< CDBJ9EE4 D4ECB;A464A<S – F.9. ;484KG CD<ASF<S

D9L9A<S B FB@, KFB CDBJ9EE ;4I64F4 AB6OI >48DB6 @B:AB CD9>D4F<FP < 6O69EF<

F9>GM<= 4>>G@G?<DB64AAO= D9;G?PF4F.

3.4 #DB5?9@4 BEF4AB6>< D4ECB;A464A<S

$9L9A<9 ;484K< BEF4AB6>< CDBJ9EE4 D4ECB;A464A<S B5N9>F4 6 6<89BCBFB>9,

6 C9D6GR BK9D98P, 6B;A<>49F CD< A9B5IB8<@BEF< B7D4A<K<FP K<E?B D4ECB;A4­

649@OI <;B5D4:9A<=. $4EE@BFD<@, > CD<@9DG, CDBJ9EE D4ECB;A464A<S B5N9>F4

6 6<89BCBFB>9 @B5<?PAB7B GEFDB=EF64. % B8AB= EFBDBAO, >4@9D4 @B5<?PAB7B

GEFDB=EF64 CB;6B?S9F 66B8<FP 6<89B E 6OEB>B= E>BDBEFPR. % 8DG7B= EFBDBAO,

@<>DBCDBJ9EEBD @B5<?PAB7B GEFDB=EF64 A9 CB;6B?S9F D4ECB;A464FP 8B>G@9A­

FO E F4>B= :9 E>BDBEFPR. !4CD<@9D, CBKF< A4 6E9I EB6D9@9AAOI @B5<?PAOI

GEFDB=EF64I 6B;@B:A4 E>BDBEFPR BJ<HDB6>< 30 >48DB6 E9>GA8G E D4;D9L9A<9@
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FullHD, B8A4>B E>BDBEFP D4ECB;A464A<S B5D4;B6 E?B:AOI B5N9>FB6 (> CD<@9DG,

EFDG>FGD<DB64AAOI <89AF<H<>4J<BAAOI 8B>G@9AFB6) @B:9F EBEF46?SFP BF 0,3

8B 8 >48DB6 6 E9>GA8G, 6 ;46<E<@BEF< BF CDBJ9EEBDAB= 4DI<F9>FGDO @B5<?PAB7B

GEFDB=EF64. � FB :9 E4@B9 6D9@S 6 E?GK4SI BFEGFEF6<S 89H9>FB6 BJ<HDB6>< <

“8DB:4A<S” DG> FBKAB9 D4ECB;A464A<9 CDB<EIB8<F A4 C9D6OI :9 >48D4I 6<89BCB­

E?98B64F9?PABEF<. $4;G@99FES, 6B;@B:AO E?GK4<, >B784 CBE?98B64F9?PABEFP <;

A9E>B?P><I B8<A4>B6B D4ECB;A4AAOI >48DB6 C9D9@9:49FES @AB:9EF6B@ >48DB6,

D4ECB;A4AAOI <A4K9. �B;A<>49F ;484K4 89F9>F<DB64A<S E<FG4J<<, >B784 @B:AB

E 6OEB>B= G69D9AABEFPR BEF4AB6<FP A45?R89A<9 ;4 D4ECB;A464A<9@, CB?GK<6

A489:AO= D9;G?PF4F. 1FB @B:AB A4;64FP ;484K9= B7D4A<K9A<S A45?R89A<=.

3.4.1  9FB8 B7D4A<K9A<S >B?<K9EF64 A45?R89A<= A4 BEAB69

4A4?<;4 CBCG?SJ<=

#9D6O= CB8IB8, >BFBDO= @B:AB <ECB?P;B64FP 8?S D9L9A<S F4>B= ;484K<,

BEAB64A A4 4A4?<;9 CBCG?SJ<= D9;G?PF4FB6 D4ECB;A464A<S B5N9>FB6, CB?GK9A­

AOI A4 B8<ABKAOI <;B5D4:9A<SI. �?S HBD@4?<;4J<< QFB7B CB8IB84 5G89@

<ECB?P;B64FP CBASF<9 CBCG?SJ<<, <;69EFAB9 846AB < BC<E4AAB9 6 >?4EE<K9E><I

D45BF4I $. �9>IBH9D4 <,. �GCFO [254]. �AF9D9E > 4A4?<;G CBCG?SJ<= A9 BE?459­

649F < 6 CBE?98A99 6D9@S (E@. D45BFO [255—258]), IBFS CD<@9A9A<S QFB7B CB8IB84

> @9FB84@ 4A4?<;4 D9;G?PF4FB6 D4ECB;A464A<S B5N9>FB6 6 6<89BCBFB>9 D4A99 6

?<F9D4FGD9 A9 6EFD9K4?BEP.

$4EE@BFD<@ CDBJ9EE D4ECB;A464A<S 8B>G@9AF4 F<C4 «#4ECBDF $(» 6

6<89BCBE?98B64F9?PABEF<. #GEFP 8?S >4:8B7B BF89?PAB 6;SFB7B 8B>G@9AF4

9EFP A45BD <; n D4ECB;A4AOI >48DB6 I1, . . . , In, E m D4ECB;A4AAO@< CB?S@<

F 1(Ii), . . . , F
m(Ii), i ∈ {1, . . . , n}. �4:8B9 CB?9 CD98EF46?S9F EB5BD A45BD

;A4>B@9EF F k(Ii) = {Ak,i
1 , . . . , Ak,i

l }, 789 i ∈ {1, . . . , n}, k ∈ {1, . . . ,m}, 4
l = l(F k(Ii)) – >B?<K9EF6B D4ECB;A4AAOI ;A4>B@9EF 6 CB?9 (9E?< CB?9 A9 D4E­

CB;A4AB, D46AB AG?R). �4:8B9 ;A4>B@9EFB Ak,i
q EBEFB<F <; >B84 E<@6B?4 sk,iq

<; ><D<??<K9E>B7B 4?H46<F4 < BJ9A>< A489:ABEF< D4ECB;A464A<S wk,i
q ∈ [0, 1].

"J9A>4 A489:ABEF< B5OKAB 54;<DG9FES >4> A4 BJ9A>9 CD<A48?9:ABEF< > >?4EEG,

BCD989?9AAGR >?4EE<H<>4FBDB@, F4> < A4 H4>FBD4I, 4CD<BDAB ;4FDG8ASRM<I

D4ECB;A464A<9, A4CD<@9D, A4 89F9>FBD4I 89H9>FB6 BJ<HDB6>< [239].
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�B;@B:AB F4>:9 CD98EF46?9A<9 ;A4>B@9EF4 6 6<89 4?PF9DA4F<6, FB 9EFP

6 6<89 GCBDS8BK9AAB7B A45BD4 BJ9AB> EBBF69FEF6<S 6E9@ E<@6B?4@ 4?H46<F4

D4ECB;A464A<S. � F4>B@ CD98EF46?9A<< <@99F E@OE? D4EE@4FD<64FP C9D6O9 <

CD46<?PAO9 4?PF9DA4F<6O, FB 9EFP 4?PF9DA4F<6O E A4<5B?PL9= BJ9A>B= < 4?P­

F9DA4F<6O, EBBF69FEF6GRM<9 <;69EFAB@G ;4D4A99 CD46<?PAB@G >B8G E<@6B?4.

$4EE@BFD<@ E?98GRMGR CBEF4AB6>G ;484K< D4ECB;A464A<S B8AB7B CB?S

F k 6<89BCBE?98B64F9?PABEF<. �?S CBE?98B64F9?PABEF< >48DB6 6<89BCBE?98B64­

F9?PABEF< I1, . . . , In EBBF69FEF6GRM97B B8AB@G 8B>G@9AFG, 8?S >BFBDB7B ;4D4A99

<;69EFAB EB89D:<@B9 CB?9=, D4ECB;A49FES B5D4; F9>EFB6B7B CB?S A4 >4:8B@

<; >48DB6. #B D9;G?PF4F4@ D4ECB;A464A<S A4 >4:8B@ >48D9 F k(I1), . . . , F
k(Ii),

F.9. CB A45BD4@ ;A4>B@9EF Ak,i
1 , . . . , Ak,i

l , 789 i ∈ {1, . . . , n}, l = l(F k(Ii)),

EFDB<FES >B@5<A<DB64AAO= D9;G?PF4F, F.9. >B@5<A<DB64AAO= A45BD ;A4>B@9EF

Ak
1, . . . , A

k
L. #D98CB?B:<@, KFB 6 A45BD9 D4ECB;A4AAOI >48DB6 EGM9EF6GRF F4­

><9 >48DO Ii < Ij, 8?S >BFBDOI 6 CB?9 F k EB6C4849F >B?<K9EF6B ;A4>B@9EF

l∗ = l(F k(Ii)) = l(F k(Ij)) < 8?S >4:8B7B ;A4>B@9EF4 6OCB?AS9FES D469AEF6B:

sk,iq = sk,jq , q ∈ {1, . . . , l∗}. (3.56)

"5B;A4K<@ K9D9; J = {1, 2, . . . , j(1)} @AB:9EF6B 6E9I <A89>EB6 >48DB6,
8?S >BFBDOI EB6C484RF >B8O E<@6B?B6 8?S >48:B7B ;A4>B@9EF4 6 CB?9 F k,

F.9. 6OCB?AS9FES (3.56). "5N98<A<@ D9;G?PF4FO D4ECB;A464A<S CB?S 8?S F4><I

>48DB6 6 EB6B>GCABEFP E?98GRM<@ B5D4;B@. "5B;A4K<@ skq = sk,jq , 8?S j ∈ J <

q ∈ 1, . . . , l∗. %B6B>GCABEFPG =
{

{sk1, wk,j
1 , j ∈ J}, . . . , {sk1, wk,j

1 , j ∈ J}
}

A4;B69@

CBCG?SJ<9=, 4 l∗ = l∗(G) – B5N9@B@ CBCG?SJ<<. "K96<8AB, KFB 8?S >BA>D9FAB=

6<89BCBE?98B64F9?PABEF< @B:9F 5OFP CB?GK9A4 >4> B8A4 98<AEF69AA4S CBCG?S­

J<S G, F4> < A45BD CBCG?SJ<= G(1), . . . , G(ip), . . ..

 B:AB BCD989?<FP A9E>B?P>B CB>4;4F9?9=, I4D4>F9D<;GRM<I A489:ABEFP

D4ECB;A464A<S >48DB6, 6IB8SM<I 6 CBCG?SJ<R:

R1 = 1−
∏

j∈J

(

1−
l∗

min
q=1

wk,j
q

)

. (3.57)

R2 = 1−
∏

j∈J

(

1−
l∗
∏

q=1

wk,j
q

)

. (3.58)

�4?99 D4EE@BFD<@ CBE?98B64F9?PAGR B5D45BF>G CBEFGC4RM<I D4ECB;A4A­

AOI >48DB6. #BE?9 BFA9E9A<S BK9D98AB7B D4ECB;A4AAB7B >48D4 > EBBF69FEF6GR­

M9= CBCG?SJ<< 6OK<E?<@ 8?S >4:8B= <; CBCG?SJ<= >4>B=-?<5B <; CB>4;4F9?9=
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(A4CD<@9D, R1) < CBEFDB<@ 64D<4J<BAAO= DS8 Ri1
1 ⩾ . . . ⩾ R

ip
1 . �OK<E?9A<S

CD9>D4M4RFES 6 E?GK49, >B784 6OCB?A9AB A9E>B?P>B GE?B6<=, <ECB?P;GRM<I

;4D4A99 ;484AAO9 CBDB7< γ1,γ2, n3:

1. Ri1
1 −Ri2

1 > γ1,

2. Ri1
1 > γ2,

3. B5N9@ CBCG?SJ<< E <A89>EB@ i1 CD96BEIB8<F n3.

� >4K9EF69 A4<?GKL97B D9;G?PF4F4 59D9FES CBCG?SJ<S E <A89>EB@ i1. �?S

DS84, EB89D:4M97B FB?P>B B8AG CBCG?SJ<R, CDB69DS9FES 6OCB?A9A<9 86GI CB­

E?98A<I GE?B6<=.

&4><@ B5D4;B@, 69EP A45BD >48DB6 @B:AB D4;5<FP A4 CBCG?SJ<<, <, 6O5D46

A4<?GKLGR CBCG?SJ<R, G8B6?9F6BDSRMGR GE?B6<S@ 1–3, B7D4A<K<FP B5N9@ A4­

5?R89A<= ;4 CBEFGC4RM<@< >48D4@<.

#DB69D<@ CD98?B:9AAO= 4?7BD<F@ B7D4A<K9A<S A45?R89A<= A4 F9EFB6B@

A45BD9 84AAOI E IBDBL<@ < ED98A<@ >4K9EF6B@ 6<89BEN9@>< C4ECBDFB6 $(, F.9.

6<89BCBE?98B64F9?PABEF< @B7GF <@9FP A9;A4K<F9?PAO9 89H9>FO. !45BD EBEFBS?

<; 50 6<89BCBE?98B64F9?PABEF9= B5N9@B@ BF 17 8B 50 >48DB6. �A4?<;<DB64?BEP

D4ECB;A464A<9 E9@< CB?9= ((�", AB@9D < E9D<S C4ECBDF4, 84F4 < @9EFB DB:­

89A<S), B8AB CB?9 (@9EFB DB:89A<S) EBEFBS?B <; A9E>B?P><I E?B6, BEF4?PAO9

CB?S – <; B8AB7B E?B64.

�?S BJ9A>< CD98?B:9AAB7B 4?7BD<F@4 B7D4A<K9A<S A45?R89A<= <ECB?P­

;B64?BEP 869 I4D4>F9D<EF<><:

– FBKABEFP D4ECB;A464A<S 6<89BCBE?98B64F9?PABEF< E B7D4A<K9A<9@ B5N­

9@4 A45?R89A<=, BCD989?S9@4S >4> 8B?S D9;G?PF4FB6 D4ECB;A464A<S,

EB6C484RM<I EB ;A4K9A<9@ CB?S, CB?GK9AAO@ 6 BFEGFEF6<< B5D45BF><

6E9= 6<89BCBE?98B64F9?PABEF< 59; B7D4A<K9A<S A45?R89A<=;

– K<E?B >48DB6, A9B5IB8<@B9 8?S BEF4AB6>< 4?7BD<F@4.

� F45?<J9 12 CD<6989AO GED98A9AAO9 I4D4>F9D<EF<>< 4?7BD<F@4 A4 F9EFB­

6B@ A45BD9. �?S >D<F9D<96 R1 < R2 I4D4>F9D<EF<>< 4?7BD<F@4 CD4>F<K9E>< A9

BF?<K4RFES, KFB B5NSEAS9FES 8BEF4FBKAB= FBKABEFPR D4ECB;A464A<S CBE?98B64­

F9?PABEF9= F k(Ii) E CB@BMPR @9I4A<;@4 A9=DBAAOI E9F9=. � BEAB6AB@ BL<5><

CD98EF46?SRF EB5B= E?GK4< BFEGFEF6<S CD46<?PAOI D9;G?PF4FB6 D4ECB;A464A<S,

4 F4>:9 BL<5>< CB<E>4 7D4A<J CB?S. &4><@ B5D4;B@, CD98?B:9AAO= 4?7BD<F@

849F IBDBLGR FBKABEFP A4 84AAOI E B7D4A<K9A<S@< CB >4K9EF6G D4ECB;A464A<S.

�; F45?<JO 12 6<8AB, KFB D4;D45BF4AAO= 4?7BD<F@ F9DC<F EGM9EF69AAO9

A9G84K< CD< B5D45BF>9 E?B:AOI CB?9=, EBEFBSM<I <; A9E>B?P><I E?B6. � F45?<­
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&45?<J4 12 — )4D4>F9D<EF<>< 4?7BD<F@4 E >D<F9D<S@< R1 <

R2

#B?9
�D<F9D<= R1 �D<F9D<= R2

&BKABEFP +<E?B >48DB6 &BKABEFP +<E?B >48DB6

(4@<?<S 0,99 5,47 0,97 7,34

�@S 0,99 4,59 1,00 5,47

"FK9EF6B 0,99 4,91 1,00 5,34

%9D<S C4ECBDF4 0,97 3,78 0,97 5,84

!B@9D C4ECBDF4 0,99 3,68 0,91 4,09

�4F4 DB:89A<S 0,96 4,34 0,97 3,16

 9EFB DB:89A<S 0,91 8,87 0,85 9,41

&45?<J4 13 — #D<@9D 64D<4J<BAAB7B DS84 8?S CB­

EFDB9AAOI CBCG?SJ<=

#BCG?SJ<S G l∗(G) R1 R2

�.#�!���9 #�!��!%�"�"�� 2 0,730 0,842

�.#�!��-19 #�!��!%�"�"�1 3 0,127 0,318

�.#�!��-19 #�!��!%�"�"�� 1 0,095 0,322

�.#�!��-�9 #�!��!%�"�"�� 1 0,092 0,417

�.#�!��-�9 #�!��!%�"�"�1 3 0,058 0,276

�.#�!��-�9 1#1��!��!%�"�"��1 1 5 · 10−6 0,083

�.#�!��-�9 &#1��!��!%�"�"��1 2 2 · 10−6 0,039

�.#�!��-�9 1#�1��!��!%�"�"��1 22 1 · 10−6 0,113

�.#�!��-�9 1#�1��!��!%�"�"��� 6 0,000 0,049

J9 13 CD<6989A 64D<4J<BAAO= DS8 8?S CBEFDB9AAOI CBCG?SJ<= 8?S CB?S «@9EFB

DB:89A<S», >BFBDB9 @B:AB BFA9EF< > F4>B@G >?4EEG.

�?S F4><I E?GK496 @B:AB D4;5<64FP CB?S A4 BF89?PAO9 E?B64 E CBE?9­

8GRM9= >BA>4F9A4J<9= 6O5D4AAOI A4<?GKL<I CBCG?SJ<= 6 >4K9EF69 D9;G?P­

F4F4. #D< F4>B= @B8<H<>4J<< 4?7BD<F@4 FBKABEFP CB6OL49FES 8B ;A4K9A<=

0,97–0,98.
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"C<E4AAO= CB8IB8 CBEFDB9A A4 HBD@G?<DB6>9 CBEF4AB6>< ;484K< B5

BEF4AB6>9 D4ECB;A464A<S >4> ;484K< B7D4A<K9A<S A45?R89A<= < B5?4849F 8BEF4­

FBKAB= GA<69DE4?PABEFPR. % 8DG7B= EFBDBAO, 97B A98BEF4F>B@ 8?S CBEFDB9A<S

E<EF9@ D4ECB;A464A<S @B:9F 5OFP A9>BFBD4S E?B:ABEFP 6 CB85BD9 BCF<@4?PAOI

;A4K9A<= A4EFD4<649@OI C4D4@9FDB6 (CBDB7B6 γ1,γ2, n3). � E?98GRM9@ D4;89?9

5G89F D4EE@BFD9A 8DG7B= CB8IB8 > D9L9A<R QFB= ;484K< >4> > ;484K9 EB6@9EF­

AB= BCF<@<;4J<< B5M97B HGA>J<BA4?4, 6>?RK4RM97B 6 E95S >4> B:<849@GR

BL<5>G D4ECB;A464A<S, F4> < B:<849@B9 >B?<K9EF6B B5D45BF4AAOI >48DB6.

3.4.2  9FB8 CBE?98B64F9?PAB7B CD<ASF<S D9L9A<S A4 BEAB69

@B89?<DB64A<S E?98GRM97B >B@5<A<DB64AAB7B D9;G?PF4F4

�DG7B= CB8IB8 > D9L9A<R ;484K< BEF4AB6>< CDBJ9EE4 D9;G?PF4F4 D4E­

CB;A464A<S S6?S9FES D4EE@BFD9A<9 ;484K< (3.10) >4> ;484KG BCF<@<;4J<<

HGA>J<BA4?4 6 CDBJ9EE9 CBE?98B64F9?PAB7B CD<ASF<S D9L9A<S. #GEFP X B5B­

;A4K49F @AB:9EF6B 6E96B;@B:AOI ;A4K9A<= D9;G?PF4F4 D4ECB;A464A<S B5N9>F4.

� CD<@9DG, 6 E?GK49 ;484K< >?4EE<H<>4J<< B8<ABKAB7B B5N9>F4 @AB:9EF6B X

@B:AB CD98EF46<FP >4> @AB:9EF6B 6E96B;@B:AOI BFB5D4:9A<= <; @AB:9EF64

>?4EEB6 C 6 @AB:9EF6B BJ9AB> CD<A48?9:ABEF<, 6 E?GK49 ;484K< D4ECB;A464A<S

F9>EFB6B= EFDB>< – >4> @AB:9EF6B 6E96B;@B:AOI >BA9KAOI CBE?98B64F9?PAB­

EF9= F4><I BFB5D4:9A<=. "5B;A4K<@ CB8 x∗ ∈ X <EF<AAB9 ;A4K9A<9 B5N9>F4.

#GEFP A4 @AB:9EF69 X ;484A4 @9FD<>4 ρ F4>, KFB D4EEFBSA<9 ρ(x, x∗) BFD4:49F

I4D4>F9D<EF<>G BL<5>< D9;G?PF4F4 x D4ECB;A464A<S B5N9>F4. � >4K9EF69 CDB­

EF9=L9= @9FD<>< ρ @B:AB D4EE@BFD9FP @9FD<>G FBKAB7B EBBF69FEF6<S:

ρ(a, b) =

{

0, 9E?< a = b;

1, 9E?< a 6= b.
(3.59)

$4EE@BFD<@ CDBJ9EE D4ECB;A464A<S 6 6<89BCBFB>9 >4> CBE?98B64F9?PAB9

A45?R89A<9 E?GK4=AOI D9;G?PF4FB6 D4ECB;A464A<S B8<ABKAOI <;B5D4:9A<=

X1, X2, . . ., B8<A D9;G?PF4F ;4 B8<A L47 CDBJ9EE4 F4>, KFB >4:8B9 A45?R­

89A<9 xi = r(Ii(x)) ∈ X S6?S9FES D94?<;4J<9= Xi. �G89@ EK<F4FP, KFB

X1, X2, . . . <@9RF B8<A4>B6B9 EB6@9EFAB9 D4ECD989?9A<9 E x∗. � >4K9EF69 D9­

;G?PF4F4 D4ECB;A464A<S 6<89BCBE?98B64F9?PABEF< R(n) 5G89@ EK<F4FP D9;G?PF4F
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>B@5<A<DB64A<S F (n)(x1, x2, . . . , xn), F9@ E4@O@ D4EE@4FD<64S EI9@G D4ECB;A4­

64A<S (3.2) E FB:89EF69AAB= HGA>J<9= 6O5BD4 S.

#DBJ9EE D4ECB;A464A<S @B:9F 5OFP BEF4AB6?9A A4 ?R5B@ L479 n > 0

E A9>BFBDB= HGA>J<9= LFD4H4. (GA>J<S LFD4H4, EBBF69FEF6GRM4S (3.10),

C9D9HBD@G?<DB64AA4S E CB@BMPR @9FD<>< ρ (3.59), 6OD4:49FES E?98GRM<@

B5D4;B@:

Ln = we + (wc − we) · (1− ρ(F (n)(x1, x2, . . . , xn)), x
∗)) + wf · n =

= wc + (we − wc) · ρ(F (n)(x1, x2, . . . , xn)), x
∗) + wf · n, (3.60)

789 n – AB@9D L474, A4 >BFBDB@ 5O? BEF4AB6?9A CDBJ9EE D4ECB;A464A<S, we –

EFB<@BEFP 66B84 BL<5BKAB7B D9;G?PF4F4, wc – EFB<@BEFP 66B84 >BDD9>FAB7B

D9;G?PF4F4, wf – EFB<@BEFP D4ECB;A464A<S B8AB7B >48D4. %FB<F B5D4F<FP 6A<@4­

A<9, KFB 6 F4>B= CBEF4AB6>9 6 >4K9EF69 @9FD<>< ρ A9 B5S;4F9?PAB <ECB?P;B64FP

@9FD<>G FBKAB7B EBBF69FEF6<S (3.59), AB < 8DG7<9 @9FD<><, > CD<@9DG, @9FD<>G

�969ALF9=A4 [235], 9E?< B5N9>FB@ D4ECB;A464A<S S6?S9FES F9>EFB64S EFDB>4.

#D46<?B BEF4AB6>< @B:9F 5OFP CD98EF46?9AB >4> E?GK4=A4S 69?<K<A4

N (E?GK4=AO= @B@9AF BEF4AB6><), D4ECD989?9A<9 >BFBDB= ;46<E<F BF 6IB8AOI

A45?R89A<=. �484K4 EBEFB<F 6 6O5BD9 CD46<?4 BEF4AB6><, 8BEF46?SRM97B @<­

A<@G@ HGA>J<BA4?G B:<849@B7B G5OF>4:

V (N) = E(LN(X1, X2, . . . , XN)), (3.61)

789 E(·) B5B;A4K49F @4F9@4F<K9E>B9 B:<84A<9.
"EB5O@ >?4EEB@ ;484K BEF4AB6>< S6?S9FES >?4EE @BABFBAAOI ;4­

84K, BCD989?S9@O= E?98GRM<@ B5D4;B@. #GEFP An B5B;A4K49F EB5OF<9

{Ln ⩽ En(Ln+1)}, 789 CB8 En(X) CB8D4;G@9649FES GE?B6AB9 @4F9@4F<K9E>B9

B:<84A<9 E(X|X1 = x1, . . . , Xn = xn). �484K4 BEF4AB6>< A4;O649FES @BABFBA­

AB=, 9E?< 6OCB?AS9FES A0 ⊂ A1 ⊂ A− 2 ⊂ . . . (F.9. 9E?< EB5OF<9 An CDB<;BL?B

A4 L479 n, FB EBBF69FEF6GRM<9 EB5OF<S An+1, An+2, . . . F4>:9 CDB<;B=8GF).

�?S @BABFBAAOI ;484K BEF4AB6>< E >BA9KAO@ 7BD<;BAFB@ (F.9. 9E?< EGM9EF6G9F

A9>BFBDO= L47 nmax, A4 >BFBDB@ CDBJ9EE B5S;4A BEF4AB6<FPES) BCF<@4?PAO@ S6­

?S9FES «5?<;BDG>B9 CD46<?B BEF4AB6><», BEF4A46?<64RM99 CDBJ9EE A4 L479 n,

9E?< F9>GM99 ;A4K9A<9 HGA>J<< G5OF>4 A9 CD96BEIB8<F B:<849@B7B ;A4K9A<S

G5OF>4 CD< BEF4AB6>9 A4 L479 n + 1:

N ∗ = min{n ⩾ 0 : Ln ⩽ En(Ln+1)}. (3.62)
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%HBD@G?<DG9@ E?98GRM99 FD95B64A<9 > E9@9=EF6G HGA>J<= >B@5<A<DB­

64A<S F (n): B:<849@B9 D4EEFBSA<9 @9:8G 86G@S EBE98A<@< >B@5<A<DB64AAO@<

D9;G?PF4F4@< D4ECB;A464A<S A9 6B;D4EF49F EB 6D9@9A9@:

E(ρ(F (n)(x1, . . . , xn), F
(n+1)(x1, . . . , xn+1))) ⩾

⩾ E(ρ(F (n+1)(x1, . . . , xn+1), F
(n+2)(x1, . . . , xn+2))) ∀n > 0. (3.63)

#B?P;GSEP F4><@ CD98CB?B:9A<9@ B E9@9=EF69 HGA>J<= >B@5<A<DB64A<S

F (n) @B:AB CB>4;4FP, KFB ;484K4 BEF4AB6>< (3.61) E HGA>J<9= G5OF>4 (3.60)

EF4AB6<FES @BABFBAAB=, A4K<A4S E A9>BFBDB7B L474. �9=EF6<F9?PAB, B5B;A4K<@

K9D9; Bn EB5OF<9 {En(ρ(F
(n)(x1, . . . , xn), F

(n+1)(x1, . . . , xn+1))) ⩽ wf/(we−wc)}
< D4EE@BFD<@ ;484KG BEF4AB6><, A4K<A4S E L474 n, A4 >BFBDB@ EB5OF<9 Bn

6C9D6O9 CDB<;BL?B. %B5OF<S An, D4EE@4FD<649@O9 6 GE?B6<< @BABFBAABEF<,

CD<A<@4RF E?98GRM<= 6<8:

An : {wc + (we − wc) · ρ(F (n)(x1, . . . , xn), x
∗) + wf · n ⩽

⩽ wc + (we − wc) · En(ρ(F
(n+1)(x1, . . . , Xn+1), x

∗)) + wf · (n+ 1)} =

= {ρ(F (n)(x1, . . . , xn), x
∗)− En(ρ(F

(n+1)(x1, . . . , Xn+1), x
∗)) ⩽

⩽ wf/(we − wc)}. (3.64)

#D< H<>E<DB64AAB@ x∗, A4 L479 n, CB?P;GSEP A9D469AEF6B@ FD9G7B?PA<­

>4, @B:AB CB?GK<FP EBBFABL9A<9 @9:8G D4EEFBSA<9@ BF F9>GM97B D9;G?PF4F4

D4ECB;A464A<S 8B <EF<AAB7B ;A4K9A<S, B:<849@O@ D4EEFBSA<9@ 8B D9;G?PF4F4

A4 E?98GRM9@ L479 < B:<849@O@ D4EEFBSA<9@ BF E?98GRM97B D9;G?PF4F4 8B

<EF<AAB7B ;A4K9A<S:

ρ(F (n)(x1, . . . , xn), x
∗) ⩽ En(ρ(F

(n)(x1, . . . , xn), F
(n+1)(x1, . . . , Xn+1)))+

+ En(ρ(F
(n+1)(x1, . . . , Xn+1), x

∗)) ⇒
⇒ ρ(F (n)(x1, . . . , xn), x

∗)− En(ρ(F
(n+1)(x1, . . . , Xn+1), x

∗)) ⩽

⩽ En(ρ(F
(n)(x1, . . . , xn), F

(n+1)(x1, . . . , Xn+1))). (3.65)

�E?< CD464S K4EFP A9D469AEF64 (3.65) A9 CD96OL49F >BAEF4AFO

wf/(we − wc), FB < ?964S K4EFP F4>:9 A9 CD96OL49F wf/(we − wc) <, E?98B­

64F9?PAB, 9E?< CDB<EIB8<F EB5OF<9 Bn, FB < EB5OF<9 An (3.64) F4>:9 8B?:AB

CDB<;B=F<. %B7?4EAB CD98CB?B:9A<R (3.63), 9E?< EB5OF<9 Bn CDB<;B=89F, FB <

EB5OF<9 Bn+1 F4>:9 CDB<;B=89F. &4><@ B5D4;B@, ∀n > 0 : Bn ⊂ An∧Bn ⊂ Bn+1.
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�; QFB7B E?98G9F, KFB A4K<A4S E L474 n, A4 >BFBDB@ EB5OF<9 Bn CDB<;B­

L?B 6C9D6O9, EB5OF<S An, An+1, An+2, . . . F4>:9 CDB<;B=8GF, 4 ;A4K<F ;484K4

BEF4AB6>< @B:9F D4EE@4FD<64FPES >4> @BABFBAA4S ;484K4, A4K<A4S E QFB7B L4­

74, <; K97B 6 E6BR BK9D98P E?98G9F BCF<@4?PABEFP «5?<;BDG>B7B CD46<?4» (3.62)

ED98< 6E9I CD46<? BEF4AB6><, 8BEF<74RM<I L474 n (6 E?GK49, 9E?< ;484K4 <@9­

9F >BA9KAO= 7BD<;BAF).

$4EE@BFD<@ F9C9DP CD46<?B BEF4AB6><, ED454FO64RM99 6 E?GK49, 9E?< CDB­

<;BL?B EB5OF<9 Bn:

NB = min{n > 0 : ∆n
def
= En(ρ(F

(n)(x1, . . . , xn), F
(n+1)(x1, . . . , Xn+1))) ⩽

⩽ wf/(we − wc)}. (3.66)

�E?< CD46<?B NB BEF4A46?<649FES A4 L479 n, FB < «5?<;BDG>B9 CD46<?B»

(3.62) BEF4AB6<FES A4 QFB@ L479, 4 ;A4K<F QFB D9L9A<9 S6?S9FES BCF<@4?P­

AO@. �B?99 FB7B, 9E?< ρ(F (n)(x1, . . . , xn), x
∗)−En(ρ(F

(n+1)(x1, . . . , Xn+1), x
∗)) >

wf/(we−wc), FB CD46<?B NB A9 BEF4A46?<649FES, F4>:9 >4> < BCF<@4?PAB9 CD4­

6<?B (3.62). %?98B64F9?PAB, 6 E?GK49, 9E?< CD98CB?B:9A<9 (3.63) 69DAB, CD46<?B

NB A<>B784 A9 BEF4AB6<FES D4APL9 6D9@9A< <, 9E?< CD46<?B FD95G9F BEF4AB6><,

FB D9L9A<9 B5 BEF4AB6>9 BCF<@4?PAB.

&9@ E4@O@, 8?S CBEFDB9A<S 4?7BD<F@4 BEF4AB6>< CDBJ9EE4 D4ECB;A464A<S

E HGA>J<9= G5OF>4 (3.60) @B:AB <ECB?P;B64FP E?98GRM<= CB8IB8:

1. "J9A<FP B:<849@B9 D4EEFBSA<9 ∆n BF F9>GM97B >B@5<A<DB64AAB7B

D9;G?PF4F4 D4ECB;A464A<S B5N9>F4 8B (A9<;69EFAB7B) E?98GRM97B >B@­

5<A<DB64AAB7B D9;G?PF4F4;

2. $9L9A<9 B5 BEF4AB6>9 A4 L479 n CD<A<@4FP CGF9@ CBDB7B6B7B BFE9K9­

A<S D4EEFBSA<S, BJ9A9AAB7B 6 CGA>F9 1, F4><@ B5D4;B@ 4CCDB>E<@<DGS

CB6989A<9 CD46<?4 NB (3.66).

%I9@4 CB8IB84 CD98EF46?9A4 A4 D<EGA>9 3.11.

� >4K9EF69 B8AB7B <; ECBEB5B6 BJ9A>< B:<849@B7B D4EEFBSA<S ∆n @B:AB

CDB<;6B8<FP @B89?<DB64A<9 E?98GRM97B >B@5<A<DB64AAB7B D9;G?PF4F4, <EIB8S

<; CD98CB?B:9A<S, KFB AB6B9 A45?R89A<9 Xn+1 = xn+1 5G89F 5?<;>B > G:9

CB?GK9AAO@ A4 CD98O8GM<I L474I A45?R89A<S@:

∆n ≈
1

n+ 1

(

δ+
n
∑

i=1

ρ(F (n)(x1, . . . , xn), F
(n+1)(x1, . . . , xn, xi))

)

, (3.67)

789 δ – A4EFD4<649@O= C4D4@9FD.
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$<EGAB> 3.11 — %I9@4 @9FB84 BEF4AB6>< CDBJ9EE4 D4ECB;A464A<S: BJ9A>4 B:<­

849@B7B D4EEFBSA<S BF F9>GM97B >B@5<A<DB64AAB7B D9;G?PF4F4 8B E?98GRM97B.

�DG7<@ 6B;@B:AO@ ECBEB5B@ @B89?<DB64A<S E?98GRM97B >B@5<A<DB64A­

AB7B D9;G?PF4F4 8?S E?GK496, >B784 B5N9>FB@ D4ECB;A464A<S S6?S9FES F9>EFB64S

EFDB>4, S6?S9FES CD98E>4;4A<9 ;A4K9A<= BJ9AB> CD<A48?9:ABEF< >4:8B= 4?P­

F9DA4F<6O >4:8B7B ;A4>B@9EF4 D4ECB;A4649@B= EFDB><, <EIB8S <; A4>BC?9AAOI

A45?R89A<=, CGF9@ CB<E>4 C4D4@9FDB6 D4ECD989?9A<S �<D<I?9 <?< 4A4?B7B6

(BC<D4SEP A4 D9;G?PF4FO, BC<E4AAO9 6 D4;89?9 3.3.2).

"5D4F<@ 6A<@4A<9, KFB CD46<?B BEF4AB6>< 6 D4@>4I BC<E4AAB7B CB8IB­

84 @B:AB 6OD4;<FP < 6 ;484K9, G >BFBDB= EFB<@BEFPR B5?4849F A9 BK9D98AB9

A45?R89A<9 (>4> 6 ;484K9 (3.10) EFB<@BEFP D4ECB;A464A<S B8AB7B >48D4 <@99F

69?<K<AG wf), 4 98<A<J4 6D9@9A<. #GEFP wt – EFB<@BEFP CDB8B?:9A<S CDBJ9EE4

D4ECB;A464A<S A4 B8AG 98<A<JG 6D9@9A<. �4> 5O?B BC<E4AB D4A99 6 CB8D4;89?9

3.2.2, CGEFP It(x) – <;B5D4:9A<9 B5N9>F4 x, ;4I64K9AAB9 6 @B@9AF 6D9@9A< t, <

T (t) – @B@9AF 6D9@9A<, 6 >BFBDO= @B:9F 5OFP CB?GK9A D9;G?PF4F 97B D4ECB;A4­

64A<S. &B784, CB 4A4?B7<< E (3.60), HGA>J<S LFD4H4 CD< BEF4AB6>9 6 @B@9AF

6D9@9A< T (t) CD<A<@49F E?98GRM<= 6<8:

Lt = wc + (we − wc) · ρ(F (n)(x0, xT 1(0), xT 2(0), . . . , xt)), x
∗) + wt · T (t), (3.68)

789 x0, xT 1(0), xT 2(0), . . . , xt – CBE?98B64F9?PABEFP D9;G?PF4FB6 D4ECB;A464A<S B5N­

9>F4 A4 <;B5D4:9A<SI, ;4I64K9AAOI 6 @B@9AFO 6D9@9A< 0, T 1(0), T 2(0), . . . , t.
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�A4?B7<KAO@ B5D4;B@ CBEFDB9AAB9 CD46<?B BEF4AB6>< (3.66) E HGA>J<9=

LFD4H4 (3.68) CD<A<@49F E?98GRM<= 6<8:

TB = min

{

T (t) > 0 :

: ET (t)(ρ(F
(n(t))(x0, xT 1(0), . . . , xt), F

(n(T (t)))(x0, xT 1(0), . . . , XT (t)))) ⩽

⩽
wt · ET (t)(∆T (t))

we − wc

}

, (3.69)

789 T (t) – @B@9AF 6D9@9A<, 6 >BFBDO= 5G89F 8BEFGC9A D9;G?PF4F D4ECB;A464A<S

<;B5D4:9A<S, ;4I64K9AAB7B 6 @B@9AF t; ET (t)(·) – GE?B6AB9 B:<84A<9 6 @B@9AF
6D9@9A< T (t); n(t) – >B?<K9EF6B <;B5D4:9A<=, ;4I64K9AAOI > @B@9AFG 6D9@9A<

t 6>?RK<F9?PAB; ET (t)(∆T (t)) – B:<849@B9 6 @B@9AF 6D9@9A< T (t) 6D9@S, >B­

FBDB9 5G89F ;4FD4K9AB A4 D4ECB;A464A<9 <;B5D4:9A<S IT (t)(x), ;4I64K9AAB7B 6

@B@9AF 6D9@9A< T (t).

#DB6989@ Q>EC9D<@9AF4?PAB9 <EE?98B64A<9 @9FB84 BEF4AB6>< A4 BEAB69

CD46<?4 (3.66) A4 CD<@9D9 ;484K< D4ECB;A464A<S F9>EFB6OI CB?9= 8B>G@9A­

FB6, G8BEFB69DSRM<I ?<KABEFP, <ECB?P;GS BF>DOFO9 C4>9FO 84AAOI MIDV-500

[207] < MIDV-2019 [208]. �EIB8AO9 D9;G?PF4FO D4ECB;A464A<S F9>EFB6OI CB?9=

CB?GK<@ CD< CB@BM< @9FB84 [236], < 6 >4K9EF69 @9FB84 >B@5<A<DB64A<S @9:>48­

DB6OI D9;G?PF4FB6 5G89@ <ECB?P;B64FP @9FB8 ROVER [234]. � >4K9EF69 @9FD<><

ρ 5G89@ <ECB?P;B64FP ABD@4?<;B64AAB9 D4EEFBSA<9 �969ALF9=A4 [235].

%FB<F B5D4F<FP 6A<@4A<9, KFB >4> @9FB8 A4 BEAB69 4A4?<;4 CBCG?SJ<=,

BC<E4AAO= 6 CD98O8GM9@ D4;89?9, F4> < @9FB8 A4 BEAB69 @B89?<DB64A<S E?9­

8GRM97B >B@5<A<DB64AAB7B D9;G?PF4F4, B5?484RF DS8B@ C4D4@9FDB6 (CBDB7B6)

CD<ASF<S D9L9A<S. � @9FB89 4A4?<;4 CBCG?SJ<= QFB CBDB7< γ1, γ2, n3, 4 6 @9FB89

@B89?<DB64A<S E?98GRM97B D9;G?PF4F4 – CBDB7 wf/(we−wc), E >BFBDO@ ED46A<­

649FES BJ9A>4 B:<849@B7B D4EEFBSA<S 8B @B89?<DG9@B7B D9;G?PF4F4, >BFBDOI,

IBFS < 6OD4:9A <EIB8S <; CBEF4AB6>< ;484K<, A4 CD4>F<>9 @B:9F 64DP<DB64FP­

ES, CBE>B?P>G ;A4K9A<S EFB<@BEF< BL<5B> we, wc < wf A9 6E9784 @B7GF 5OFP

EFDB7B BCD989?9AO.

�?S ED46A9A<S BC<E4AAB7B @9FB84 < @9FB84 A4 BEAB69 4A4?<;4 CBCG?S­

J<=, BC<E4AAB7B 6 CD98O8GM9@ CB8D4;89?9, CBEFDB<@ F4> A4;O649@O9 CDBH<?<

QHH9>F<6ABEF<, BFD4:4RM<9, 6 84AAB@ E?GK49, EBBFABL9A<9 @9:8G ED98A9=

BL<5>B= D4ECB;A464A<S B5N9>F4 < ED98A<@ >B?<K9EF6B@ <ECB?P;B64AAOI >48­

DB6 CD< 6E96B;@B:AOI ;A4K9A<SI CBDB7B6.
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"5B;A4K<@ >4> NCX CD46<?B BEF4AB6>< A4 BEAB69 @9FB84 4A4­

?<;4 CBCG?SJ<=, BC<E4AAB7B 6 CD98O8GM9@ CB8D4;89?9, 6 >BFBDB@

CBCG?SJ<< EB5<D4RFES A4 BEAB69 <EIB8AOI D9;G?PF4FB6 D4ECB;A464A<S

r(I1(x)), r(I2(x)), . . . , r(In(x)), 4 F4>:9 >4> NCR – 97B @B8<H<>4J<R, 6

>BFBDB= CBCG?SJ<< EB5<D4RFES A4 BEAB69 >B@5<A<DB64AAOI D9;G?PF4FB6

F (1)(r(I1(x))), F
(2)(r(I1(x)), r(I2(x))), . . . , F

(n)(r(I1(x)), . . . , r(In(x))).

!4 D<EGA>4I 3.12 < 3.13 CD98EF46?9AO CDBH<?< QHH9>F<6ABEF< CD46<?

BEF4AB6>< NCX < NCR, CD<@9A<F9?PAB > ;484K9 D4ECB;A464A<S F9>EFB6OI CB?9=

<; C4>9FB6 84AAOI MIDV-500 < MIDV-2019 EBBF69FEF69AAB.

0.11
(1.0, 0.16) (1.0, 0.16)NCR

Best NCR

NCX

Best NCX

Mean Levenshtein distance Mean Levenshtein distance

Mean number of frames

0.10

0.09

0.08

0.07

0.06

0.11

0.10

0.09

0.08

0.07

0.06
2 4 6 8 10 12 14

Mean number of frames
2 4 6 8 10 12 14

Среднее норм. расст. Левенштейна

Среднее количество кадров Среднее количество кадров

Среднее норм. расст. Левенштейна

NCXЛучш.

NCX
NCRЛучш.

NCR

$<EGAB> 3.12 — #DBH<?< QHH9>F<6ABEF< CD46<? BEF4AB6>< NCR (E?964) < NCX

(ECD464) 8?S D4ECB;A464A<S CB?9= <89AF<H<>4J<BAAOI 8B>G@9AFB6 <; C4>9F4

84AAOI MIDV-500, FBK>4@< B5B;A4K9AO D4;?<KAO9 64D<4AFO ;A4K9A<= CBDB7B6,

EC?BLAB= ?<A<9= 6O89?9A ?GKL<= E?GK4=.

!4 D<EGA>4I 3.14 < 3.15 CD98EF46?9AB ED46A9A<9 CDBH<?9= QHH9>F<6AB­

EF< D4;AOI CD46<? BEF4AB6>< 8?S D4ECB;A464A<S CB?9= 8B>G@9AFB6 <; C4>9FB6

84AAOI MIDV-500 < MIDV-2019, EBBF69FEF69AAB. %9DB= CGA>F<DAB= ?<A<9= A4

D<EGA>4I B5B;A4K9AB «FD<6<4?PAB9» CD46<?B BEF4AB6>< NK , CBDB7B@ >BFBDB7B

S6?S9FES >B?<K9EF6B B5D45BF4AAOI >48DB6 (F.9. CDBJ9EE BEF4A46?<649FES CBE?9

FB7B >4> 5O?< B5D45BF4AO < D4ECB;A4AO k >48DB6). %<A9= < >D4EAB= CGA>­

F<DAO@< ?<A<S@< B5B;A4K9AO ?GKL<9 E?GK4< CD46<? BEF4AB6>< NCX < NCR,

EBBF69FEF69AAB, < EC?BLAB= ;9?9AB= ?<A<9= B5B;A4K9AB CD46<?B BEF4AB6>< NB
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0.16
(1.0, 0.28) (1.0, 0.28)NCR

BestNCR

NCX

Best NCX

Mean Levenshtein distance

Mean number of frames

0.14

0.12

0.10

0.08

0.06

0.16
Mean Levenshtein distance

0.14

0.12

0.10

0.08

0.06
2 4 6 8 10 12 14

Mean number of frames
2 4 6 8 10 12 14

Среднее норм. расст. Левенштейна Среднее норм. расст. Левенштейна

Среднее количество кадров Среднее количество кадров

NCRЛучш.

NCR

NCXЛучш.

NCX

$<EGAB> 3.13 — #DBH<?< QHH9>F<6ABEF< CD46<? BEF4AB6>< NCR (E?964) < NCX

(ECD464) 8?S D4ECB;A464A<S CB?9= <89AF<H<>4J<BAAOI 8B>G@9AFB6 <; C4>9F4

84AAOI MIDV-2019, FBK>4@< B5B;A4K9AO D4;?<KAO9 64D<4AFO ;A4K9A<= CBDB­

7B6, EC?BLAB= ?<A<9= 6O89?9A ?GKL<= E?GK4=.

(3.66), D94?<;B64AAB9 CD< CB@BM< @B89?<DB64A<S E?98GRM97B >B@5<A<DB64A­

AB7B D9;G?PF4F4 @9FB8B@ (3.67).  B:AB G598<FPES, KFB CD46<?B NB CB;6B?S9F

8BEF<KP 5B?99 A<;>B7B ED98A97B GDB6AS BL<5>< D4ECB;A464A<S CD< FB@ :9 ED98­

A9@ >B?<K9EF69 >48DB6, CB ED46A9A<R >4> E FD<6<4?PAO@ CD46<?B@ NK , F4> <

E ?GKL<@< E?GK4S@< 6O5BD4 CBDB7B6 8?S NCX < NCR.

� F45?<J4I 14 < 15 G>4;4AO 8BEF<7AGFO9 ;A4K9A<S ED98A97B D4EEFBSA<S

BF >B@5<A<DB64AAB7B D9;G?PF4F4 D4ECB;A464A<S 8B <EF<AAB7B BF69F4 6 @B@9AF

BEF4AB6>< CD< B7D4A<K9A<< A4 ED98A99 >B?<K9EF6B B5D45BF4AAOI >48DB6 8?S

F9>EFB6OI CB?9= C4>9FB6 84AAOI MIDV-500 < MIDV-2019 EBBF69FEF69AAB.

�; CB?GK9AAOI Q>EC9D<@9AF4?PAOI D9;G?PF4FB6 @B:AB E89?4FP 6O6B8, KFB

@9FB8 BEF4AB6><, BEAB64AAO= A4 @B89?<DB64A<< E?98GRM97B >B@5<A<DB64AAB7B

D9;G?PF4F4 CD96BEIB8<F @9FB8 4A4?<;4 CBCG?SJ<= CB CBF9AJ<4?PAB 8BEF<749@B=

FBKABEF< D9;G?PF4F4 D4ECB;A464A<S 6 @B@9AF BEF4AB6>< CD< D46AB@ ED98A9@

>B?<K9EF69 B5D45BF4AAOI >48DB6. "8A4>B A98BEF4F>B@ F4>B7B @9FB84 S6?S9FES

A9B5IB8<@BEFP CDB<;6B8<FP 6OK<E?9A<S, E6S;4AAO9 E @B89?<DB64A<9@ E?98GR­

M97B D9;G?PF4F4 (> CD<@9DG, CD< CB@BM< CB8IB84 (3.67)), 5B?99 FDG8B9@><9,

K9@ 6OK<E?9A<S, A9B5IB8<@O9 8?S 4A4?<;4 D4;@9DB6 A4>BC?9AAOI CBCG?SJ<=.

#D<@9A<F9?PAB > >BA>D9FAO@ E<EF9@4@ D4ECB;A464A<S B5N9>FB6 6 6<89BCBE?9­
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0.11

Mean Levenshtein distance

0.10

0.09

0.08

0.07

0.06

Mean number of frames

2 4 6 8 10 12 14

NK

N'

BestNCX

BestNCR

Среднее норм. расст. Левенштейна

Среднее количество кадров

N
CX

Лучш.

N
CR

Лучш.

N
K

N
B

$<EGAB> 3.14 — #DBH<?< QHH9>F<6ABEF< CD46<? NK , NB, < ?GKL<I E?GK496

CD46<? NCX < NCR 8?S D4ECB;A464A<S CB?9= <89AF<H<>4J<BAAOI 8B>G@9AFB6

<; C4>9F4 84AAOI MIDV-500.

&45?<J4 14 — �BEF<7AGFO9 ;A4K9A<S ED98A97B D4EEFBSA<S 8B <EF<AAB7B

BF69F4 6 @B@9AF BEF4AB6>< E B7D4A<K9A<9@ A4 ED98A99 >B?<K9EF6B B5D4­

5BF4AAOI >48DB6 8?S F9>EFB6OI CB?9= C4>9F4 84AAOI MIDV-500

#D46<?B BEF4AB6><
"7D4A<K9A<9 ED98A97B >B?<K9EF6B >48DB6

⩽ 3 ⩽ 4 ⩽ 5 ⩽ 6 ⩽ 7 ⩽ 8 ⩽ 9 ⩽ 10

�GKL<= NCX 0,161 0,084 0,080 0,078 0,074 0,072 0,069 0,069

�GKL<= NCR 0,096 0,084 0,080 0,077 0,074 0,072 0,071 0,069

NK 0,115 0,104 0,097 0,089 0,084 0,082 0,078 0,074

NB 0,092 0,082 0,076 0,073 0,071 0,070 0,069 0,069

8B64F9?PABEF<, F9@ E4@O@, <@99F E@OE? <ECB?P;B64FP B54 CB8IB84, CD<A<@4S

D9L9A<S <EIB8S <; EC9J<H<>< ;484K< < <; 8BEFGCAOI 6OK<E?<F9?PAOI D9EGD­

EB6.

� D4;89?9 3.2.2 G:9 BC<EO64?BEP, >4> D4EE@4FD<649@O9 E<EF9@O D4E­

CB;A464A<S 6 6<89BCBFB>9 BF?<K4RFES BF >?4EE<K9E><I GE<?9AAO@ 6?<SA<9@

CDB<;6B8<F9?PABEF< 4?7BD<F@B6 D4ECB;A464A<S B8<ABKAOI <;B5D4:9A<= A4 6O­

IB8 E<EF9@O. 1FB F4>:9 @B:AB CDBE?98<FP CB 6O>?48>4@, CD98EF46?9AAO@ 6
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0.24

0.22

0.20

Mean Levenshtein distance

0.10

0.12

0.18

0.16

0.08

0.14

0.06

Mean number of frames

2 4 6 8 10 12 14

NK

N'

BestNCX

BestNCR

Среднее норм. расст. Левенштейна

Среднее количество кадров

N
CX

Лучш.

N
CR

Лучш.

N
K

N
B

$<EGAB> 3.15 — #DBH<?< QHH9>F<6ABEF< CD46<? NK , NB, < ?GKL<I E?GK496

CD46<? NCX < NCR 8?S D4ECB;A464A<S CB?9= <89AF<H<>4J<BAAOI 8B>G@9AFB6

<; C4>9F4 84AAOI MIDV-2019.

&45?<J4 15 — �BEF<7AGFO9 ;A4K9A<S ED98A97B D4EEFBA<S 8B <EF<AAB7B

BF69F4 6 @B@9AF BEF4AB6>< E B7D4A<K9A<9@ A4 ED98A99 >B?<K9EF6B B5D4­

5BF4AAOI >48DB6 8?S F9>EFB6OI CB?9= C4>9F4 84AAOI MIDV-2019

#D46<?B BEF4AB6><
"7D4A<K9A<9 ED98A97B >B?<K9EF6B >48DB6

⩽ 3 ⩽ 4 ⩽ 5 ⩽ 6 ⩽ 7 ⩽ 8 ⩽ 9 ⩽ 10

�GKL<= NCX 0,278 0,278 0,278 0,278 0,278 0,116 0,114 0,113

�GKL<= NCR 0,278 0,147 0,136 0,125 0,111 0,106 0,102 0,099

NK 0,200 0,152 0,133 0,122 0,115 0,114 0,111 0,110

NB 0,150 0,123 0,119 0,116 0,115 0,103 0,101 0,100

QFB@ D4;89?9: G@9APL9A<9 6D9@9A< B5D45BF>< <;B5D4:9A<S B;A4K49F G@9APL9­

A<9 EFB<@BEF< A45?R89A<S wf (6 ;484K9 E 6OD4:9A<9@ HGA>J<< G5OF>4 (3.60)),

KFB 6 E6BR BK9D98P CD<6B8<F > 5B?99 CB;8A9= (E FBK>< ;D9A<S >B?<K9EF64 B5­

D45BF4AAOI >48DB6) BEF4AB6>9 EB7?4EAB CD46<?G (3.66), <, >4> E?98EF6<9, >

5B?PL9@G >B?<K9EF6G B5D45BF4AAOI >48DB6. � >4> 5O?B CB>4;4AB 6 D4;89?9

3.3.1, Q@C<D<K9E><9 84AAO9 E6<89F9?PEF6GRF B 5B?99 6OEB>B= B:<849@B= FBK­

ABEF< D9;G?PF4F4 6 E?GK49 G69?<K9A<S >B?<K9EF64 B5D45BF4AAOI >48DB6. &9@
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E4@O@, 6 >BAF9>EF9 E<EF9@ D4ECB;A464A<S 6 6<89BCBFB>9, 6 BEB59AABEF< E<EF9@,

CD98A4;A4K9AAOI 8?S <ECB?A9A<S A4 GEFDB=EF64I E B7D4A<K9AAB= < A9@4E­

LF45<DG9@B= CDB<;6B8<F9?PABEFPR (F4><I, >4> E@4DFHBAO <?< C?4AL9FAO9

>B@CPRF9DO), A9B5IB8<@B 484CF<DB64FP @9FB8O < 4?7BD<F@O, CD98A4;A4K9A­

AO9 8?S B5D45BF>< <;B5D4:9A<= < D4ECB;A464A<S B5D4;B6, 8?S @4>E<@4?PAB

QHH9>F<6AB7B <ECB?A9A<S A4 F4><I C?4FHBD@4I.

3.5 �ECB?P;B64A<9 BEB59AABEF9= 4DI<F9>FGD EB6D9@9AAOI

@B5<?PAOI J9AFD4?PAOI CDBJ9EEBDB6 8?S BCF<@<;4J<< 6OK<E?9A<=

6 E<EF9@4I D4ECB;A464A<S

�OK<E?<F9?PA4S QHH9>F<6ABEFP E<EF9@ >B@CPRF9DAB7B ;D9A<S, > >BFB­

DO@ F4>:9 BFABESFES E<EF9@O D4ECB;A464A<S 8B>G@9AFB6, S6?S9FES >D4=A9 64:­

AO@ 4EC9>FB@. �?7BD<F@O, <ECB?P;GRM<9ES 6 E<EF9@4I D4ECB;A464A<S, F4><9

>4> 4?7BD<F@O B5D45BF>< <;B5D4:9A<S, 4?7BD<F@O 6O89?9A<S 7D4H<K9E><I

CD<@<F<6B6, 4?7BD<F@O D4ECB;A464A<S B5D4;B6 < 8DG7<9, D4;D454FO64RFES E

B7DB@AB= E>BDBEFPR, CD< QFB@ <;@9ASRFES >4> <I >4K9EF69AAO9 I4D4>F9D<­

EF<><, F4> < FDG8B9@>BEFP. �ECB?P;B64A<9 E<EF9@ >B@CPRF9DAB7B ;D9A<S <

D4ECB;A464A<S B5D4;B6 A4 @B5<?PAOI GEFDB=EF64I, @4?B@BMAOI F9D@<A4?4I,

< 8DG7<I 6EFD4<649@OI E<EF9@4I [149; 259; 260] A4>?48O649F 8BCB?A<F9?PAO9

B7D4A<K9A<S A4 6O5BD 4?7BD<F@B6 < A4 <I D94?<;4J<R 66<8G B7D4A<K9AABEF<

6OK<E?<F9?PAOI D9EGDEB6. �4> E?98EF6<9, 64:AB G89?SFP BEB59AAB9 6A<@4A<9

>4> FDG8B9@>BEF< CD<@9AS9@OI 4?7BD<F@B6 B5D45BF>< <;B5D4:9A<= < >B@CPR­

F9DAB7B ;D9A<S, F4> < F9IA<K9E><@ CB8IB84@, CB;6B?SRM<@ @<A<@<;<DB64FP

6D9@S <ECB?A9A<S 6 E<EF9@4I, 789 E>BDBEFP D9L9A<S ;484K B5D45BF>< <;B5D4:9­

A<= < D4ECB;A464A<S S6?SRFES >D<F<KAO@< [261—263].

%B6D9@9AAO9 J9AFD4?PAO9 CDBJ9EEBDO CD98BEF46?SRF A45BD <AEFDG@9A­

FB6, CD98A4;A4K9AAOI 8?S @4>E<@4?PAB QHH9>F<6AB= D94?<;4J<< BCD989?9A­

AB7B >?4EE4 4?7BD<F@B6 < D4;D45BF>< 6OEB>BCDB<;6B8<F9?PAB7B CDB7D4@@AB7B

B59EC9K9A<S. "8A<@ <; F4><I <AEFDG@9AFB6 S6?S9FES 6B;@B:ABEFP D94?<;B­

6O64FP @AB7BCBFBKAO9 (@AB7BS89DAO9) 6OK<E?9A<S 6 E?GK49, 9E?< 4?7BD<F@O

@B7GF 5OFP D4;5<FO A4 A45BD ;484K 59; ;46<E<@BEF9= CB 84AAO@. �DG7<@ <A­

EFDG@9AFB@ S6?SRFES <AEFDG>J<< SIMD ("� �, "8<ABKAO= CBFB> �B@4A8,
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 AB:9EF69AAO= CBFB> �4AAOI, Single Instruction Multiple Data) – A45BD D4EL<­

D9A<=, CB;6B?SRM<= C4D4??9?PAGR B5D45BF>G C4>9FB6 84AAOI E B8ABF<CAO@<

BC9D4J<S@<, <ECB?P;GS FB?P>B B8AB 6OK<E?<F9?PAB9 S8DB. �4:84S <; SIMD­

<AEFDG>J<= 6OCB?AS9FES CBE?98B64F9?PAB, B8A4>B A4 69>FBD9 84AAOI. &4><@

B5D4;B@, <ECB?P;B64A<9 4DI<F9>FGDO SIMD CB;6B?S9F CB6OE<FP QHH9>F<6ABEFP

<ECB?A9A<S 4?7BD<F@B6, CD98CB?474RM<I 69>FBDAO9 <?< @4FD<KAO9 BC9D4J<<

[264] (E@. D<E. 3.16). #DBJ9EEBDO E9@9=EF64 Intel x86 CD98BEF46?SRF A45BDO

<AEFDG>J<= MMX, SSE < AVX, CDBJ9EEBDO E9@9=EF64 ARM CD98BEF46?SRF A4­

5BDO <AEFDG>J<= VFP < NEON.

$<EGAB> 3.16 — %?B:9A<9 86GI 69>FBDB6 8?<AO 8 CD< CB@BM< 98<AEF69AAB=

SIMD-<AEFDG>J<<.

!9E@BFDS A4 FB, KFB EB6D9@9AAO9 >B@C<?SFBDO CDB<;6B8SF 46FB@4F<K9­

E>GR “69>FBD<;4J<R” (484CF4J<R CDB7D4@@AB7B >B84, CB;6B?SRM4S >B@C<?SFB­

D4@ CD<A<@4FP D9L9A<9 B 6O;B69 SIMD-<AEFDG>J<=), A4 GDB6A9 >B@C<?SFBD4

A9 6E9784 @B:AB B8AB;A4KAB CD<ASFP D9L9A<9 B FB@, >4><@ B5D4;B@ < >4><9

SIMD-<AEFDG>J<< E?98G9F CD<@9ASFP, KFB CD<6B8<F > FB@G, KFB 46FB@4F<K9E>4S

69>FBD<;4J<S A9 6E9784 5O649F QHH9>F<6A4 [265]. &9@ E4@O@, D4;D45BFK<>4@

CD<IB8<FES <ECB?P;B64FP SIMD-<AEFDG>J<< A4CDS@GR, CD< CDB9>F<DB64A<< 4?­

7BD<F@B6 < CD< <@C?9@9AF4J<< E<EF9@. #D<@9A<F9?PAB > >B@CBA9AF4@ E<EF9@

D4ECB;A464A<S, 8?S >BFBDOI 69>FBD<;4J<S <@99F A4<5B?PL<= E@OE? – HGA>J<­

S@ 54;B6B= B5D45BF>< <;B5D4:9A<=, 6 D4@>4I >BFBDOI FD95G9FES B5D454FO64FP

6E9 C<>E9?< <;B5D4:9A<S CBIB:<@ B5D4;B@. �; >?4EE4 F4><I HGA>J<=, L<DB>B

<ECB?P;G9@OI 6 E<EF9@4I D4ECB;A464A<S, @B:AB 6O89?<FP:

1. HGA>J<< H<?PFD4J<< <;B5D4:9A<= (�4GEEB64 H<?PFD4J<S, 5<?4F9D4?P­

A4S H<?PFD4J<S, H<?PFD4J<S GED98A9A<9@ < 8D.);

2. CB6BDBF <;B5D4:9A<S A4 CDB<;6B?PAO= G7B?;

3. FD4AECBA<DB64A<9 <;B5D4:9A<S;

4. @BDHB?B7<K9E><9 CD9B5D4;B64A<S (QDB;<S, 8<?4F4J<S);
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5. < F.C.

� CBE?98GRM<I D4;89?4I 5G8GF D4EE@BFD9AO CB8IB8O > D94?<;4J<< BC9­

D4J<= FD4AECBA<DB64A<S <;B5D4:9A<S < @BDHB?B7<K9E><I CD9B5D4;B64A<=

QDB;<< < 8<?4F4J<< E CB@BMPR SIMD-<AEFDG>J<= CD<@9A<F9?PAB 7?46AO@ B5­

D4;B@ > 4DI<F9>FGD9 E9@9=EF64 CDBJ9EEBDB6 ARM.

3.5.1 �?7BD<F@ QHH9>F<6AB7B FD4AECBA<DB64A<S @4FD<J E

<ECB?P;B64A<9@ <AEFDG>J<= ARM NEON

&D4AECBA<DB64A<9 <;B5D4:9A<S S6?S9FES 64:AB= < L<DB>B <ECB?P;G9@B=

BC9D4J<9= 6 E<EF9@4I >B@CPRF9DAB7B ;D9A<S < D4ECB;A464A<S B5D4;B6. "8A<@

<; CD<@9A9A<= FD4AECBA<DB64A<S <;B5D4:9A<S S6?S9FES D4;5<9A<9 @AB7B>4­

A4?PAB7B <;B5D4:9A<S A4 <;B5D4:9A<S BF89?PAOI >4A4?B6 8?S <I A9;46<E<@B=

B5D45BF><. #D< B5D45BF>9 B8AB>4A4?PAOI <;B5D4:9A<= BC9D4J<S FD4AECBA<DB­

64A<S <ECB?P;G9FES 7?46AO@ B5D4;B@ 8?S QHH9>F<6AB= D94?<;4J<< 4?7BD<F@B6

H<?PFD4J<<, CBE>B?P>G ;A4K<F9?PA4S K4EFP F4><I 4?7BD<F@B6 E9C4D459?PA4

(F.9. @B:9F 5OFP D4;89?9A4 A4 A9;46<E<@O9 QF4CO B5D45BF>< <;B5D4:9A<S 68B?P

EFDB> <;B5D4:9A<S < 68B?P EFB?5JB6 <;B5D4:9A<S E B8AB@9DAO@< H<?PFD4­

@<). #D<@9D4@< E9C4D459?PAOI 4?7BD<F@B6 S6?SRFES �4GEEB64 H<?PFD4J<S,

H<?PFD4J<S GED98A9A<9@ E CDS@BG7B?PAO@ B>AB@ < D4;?<KAO9 6<8O @BD­

HB?B7<K9E><I CD9B5D4;B64A<= [266]. �9DF<>4?PAO9 H<?PFDO CD<@9ASRFES >

EFB?5J4@ <;B5D4:9A<S < B5D454FO64RF C<>E9?< 6E9I EFDB> B8<A4>B6O@ B5­

D4;B@. � E?GK49, 9E?< C<>E9?< EFDB> <;B5D4:9A<S D4ECB?B:9AO A4 EBE98A<I

CB;<J<SI 6 BC9D4F<6AB= C4@SF< 6OK<E?<F9?PAB7B GEFDB=EF64, SIMD-<AEFDG>­

J<< @B7GF 5OFP <ECB?P;B64AO 8?S G69?<K9A<S CDB<;6B8<F9?PABEF<. "8A4>B

7BD<;BAF4?PAO9 H<?PFDO CD<@9ASRFES > EFDB>4@ <;B5D4:9A<S < B8<A4>B6O@

B5D4;B@ B5D454FO64RF 6E9 C<>E9?< EFB?5JB6 <;B5D4:9A<S, < 8?S BCF<@<;4J<<

7BD<;BAF4?PAOI H<?PFDB6 A9?P;S <ECB?P;B64FP SIMD-<AEFDG>J<< A4CDS@GR.

"8A4>B ;4K4EFGR @B:AB 8B5<FPES G69?<K9A<S CDB<;6B8<F9?PABEF< CGF9@ FD4AE­

CBA<DB64A<S <;B5D4:9A<S, CD<@9A9A<S GE>BD9AAB7B 69DF<>4?PAB7B H<?PFD4 <

B5D4FAB7B FD4AECBA<DB64A<S. � F4><I E?GK4SI >D4=A9 64:AB <ECB?P;B64FP @4>­

E<@4?PAB QHH9>F<6AGR D94?<;4J<R FD4AECBA<DB64A<S <;B5D4:9A<=.
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� 8B>G@9AF4J<< C4>9F4 <AEFDG>J<= ARM NEON EB89D:<FES CD<@9D

FD4AECBA<DB64A<S @4FD<J D4;@9D4 4 × 4 E 16-5<FAO@< Q?9@9AF4@< [267]. �?S

QFB= :9 J9?< C4>9F <AEFDG>J<= SSE2 CDBJ9EEBDB6 E9@9=EF64 Intel x86 CD98B­

EF46?S9F @4>DBE _MM_TRANSPOSE4_PS. %GM9EF6GRF D45BFO, D4EE@4FD<64RM<9

QHH9>F<6AO9 D94?<;4J<< FD4AECBA<DB64A<S @4FD<J E <ECB?P;B64A<9@ C4>9FB6

<AEFDG>J<= AV) 8?S Intel x86 [268]. � 84AAB@ D4;89?9 5G89F BC<E4A4 QHH9>­

F<6A4S <@C?9@9AF4J<S FD4AECBA<DB64A<S @4FD<J D4;@9DB@ 8 × 8 < 16 × 16 E

<ECB?P;B64A<9@ C4>9F4 <AEFDG>J<= NEON 8?S CDBJ9EEBDB6 ARM, L<DB>B <E­

CB?P;G9@OI 6 @B5<?PAOI GEFDB=EF64I.

�?S <ECB?P;B64A<S SIMD-<AEFDG>J<= CD< D4;D45BF>9, >4> CD46<?B,

<ECB?P;GRFES 6EFDB9AAO9 HGA>J<< >B@C<?SFBD4 (Intrinsic functions) – EC9J<­

4?PAO9 CD<@<F<6O >B@C<?SFBD4, FD4AE?<DG9@O9 6 6O;B6O EBBF69FEF6GRM<I

<AEFDG>J<= CDBJ9EEBD4 E 46FB@4F<K9E><@< BCF<@<;4J<S@<. #BE>B?P>G D4;@9D

D97<EFD4 ARM NEON EBEF46?S9F 128 5<F, >B@C<?SFBDO, CB889D:<64RM<9 ARM

NEON, EB89D:4F A45BDO 6EFDB9AAOI HGA>J<=, 89=EF6GRM<I A4 128-5<FAOI

D97<EFD4I, 6>?RK4S ;47DG;>G 84AAOI 6 C4@SFP, 6O7DG;>G 84AAOI <; C4@SF<,

4D<H@9F<K9E><9 BC9D4J<<, >BA69DF4J<< F<CB6, C9D9EF4AB6>< < 8D. [269].

!45BD <AEFDG>J<= 4DI<F9>FGDO ARM 6>?RK49F 6 E95S 4EE9@5?9DAO9 <A­

EFDG>J<< VTRN.n, >BFBDO9 @B:AB <ECB?P;B64FP 8?S D94?<;4J<< QHH9>F<6AB7B

FD4AECBA<DB64A<S @4FD<J. �AEFDG>J<< VTRN.n <AF9DCD9F<DGRF BC9D4A8O >4>

69>FBDO, >BFBDO9 EBEFBSF <; n 5<FB6, < CDB<;6B8SF FD4AECBA<DB64A<9 @4FD<J

D4;@9D4 2 × 2, EBEF46?9AAOI <; QF<I 5<FB6. #D<@9D <AEFDG>J<< VTRN.16 CD<­

6989A A4 D<E. 3.17.

$<EGAB> 3.17 — $9;G?PF4F 6OCB?A9A<S <AEFDG>J<< VTRN.16.

�?S 8BEFGC4 > 4EE9@5?9DAO@ <AEFDG>J<S@ VTRN.n @B:9F 5OFP <ECB?P;B­

64A4 6EFDB9AA4S HGA>J<S vtrnq <; A45BD4 ARM NEON, >BFBD4S FD4AE?<DG9FES

>B@C<?SFBDB@ 6 A9E>B?P>B 6O;B6B6 <AEFDG>J<= VTRN.n.

"5B;A4K<@ >4> NxM.k @4FD<JG D4;@9DB@ N × M , Q?9@9AF4@< >BFBDB=

S6?SRFES k-5<FAO9 ;A4K9A<S. �B>G@9AF4J<S ARM NEON 89@BAEFD<DG9F FD4AE­

CBA<DB64A<9 @4FD<J 4x4.16 CD< CB@BM< FD9I 6O;B6B6 6EFDB9AAB= HGA>J<<
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vtrnq [267]. �A4?B7<KAO@ B5D4;B@ @4FD<JO 4x4.32 @B7GF 5OFP FD4AECBA<­

DB64AO CD< CB@BM< K9FOD9I 6O;B6B6 6EFDB9AAB= HGA>J<< vtrnq: 6 A4K4?9

FD4AECBA<DGRFES 5?B>< 2x2.32 6 C9D6OI 86GI EFDB>4I, CBE?9 K97B FD4AECBA<DG­

RFES 5?B>< 2x2.32 6 FD9FP9= < K9F69DFB= EFDB>4I, CBE?9 K97B FD4AECBA<DGRFES

5?B>< 2x2.64.

$94?<;B64FP FD4AECBA<DB64A<9 @4FD<J 8x8.16 @B:AB E <ECB?P;B64A<9@ 64

<AEFDG>J<=: 16 <AEFDG>J<= ;47DG;></6O7DG;><, 32 <AEFDG>J<< C9D9EF4AB6>< <

16 8BCB?A<F9?PAOI <AEFDG>J<= <AF9DCD9F4J<< 69>FBDB6 ;A4K9A<= B8AB7B F<C4

>4> 69>FBDB6 ;A4K9A<= 8DG7B7B F<C4 (CBE?98A<= F<C <AEFDG>J<= E?G:<F 8?S

>BDD9>FAB= >B@C<?SJ<< < A9 6?<S9F A4 CDB<;6B8<F9?PABEFP). $94?<;4J<S 8?S

S;O>4 C CD<6989A4 A4 ?<EF<A79 3.1.

�<EF<A7 3.1: $94?<;4J<S QHH9>F<6AB7B 4?7BD<F@4 FD4AECBA<DB64A<S @4FD<J

8× 8 E 16-5<FAO@< Q?9@9AF4@< E <ECB?P;B64A<9@ <AEFDG>J<= ARM NEON.

1 u int16x8x2_t t0 = vtrnq_u16 ( vld1q_u16 ( addr_s0 ) , vld1q_u16 ( addr_s1 ) ) ;

2 u int16x8x2_t t1 = vtrnq_u16 ( vld1q_u16 ( addr_s2 ) , vld1q_u16 ( addr_s3 ) ) ;

3 u int16x8x2_t t2 = vtrnq_u16 ( vld1q_u16 ( addr_s4 ) , vld1q_u16 ( addr_s5 ) ) ;

4 u int16x8x2_t t3 = vtrnq_u16 ( vld1q_u16 ( addr_s6 ) , vld1q_u16 ( addr_s7 ) ) ;

5

6 u int32x4x2_t x0 = vtrnq_u32 ( v re in te rp re tq_u32_u16 ( t0 . v a l [ 0 ] ) ,

7

8 v re in te rp re tq_u32_u16 ( t1 . v a l [ 0 ] ) ) ;

9 u int32x4x2_t x1 = vtrnq_u32 ( v re in te rp re tq_u32_u16 ( t2 . v a l [ 0 ] ) ,

10 v re in te rp re tq_u32_u16 ( t3 . v a l [ 0 ] ) ) ;

11 u int32x4x2_t x2 = vtrnq_u32 ( v re in te rp re tq_u32_u16 ( t0 . v a l [ 1 ] ) ,

12 v re in te rp re tq_u32_u16 ( t1 . v a l [ 1 ] ) ) ;

13 u int32x4x2_t x3 = vtrnq_u32 ( v re in te rp re tq_u32_u16 ( t2 . v a l [ 1 ] ) ,

14 v re in te rp re tq_u32_u16 ( t3 . v a l [ 1 ] ) ) ;

15 vst1q_u16 ( addr_d0 , v re in te rp re tq_u16_u32 (

16 vcombine_u32 ( vget_low_u32 ( x0 . v a l [ 0 ] ) , vget_low_u32 ( x1 . v a l [ 0 ] ) ) ) ) ;

17 vst1q_u16 ( addr_d1 , v re in te rp re tq_u16_u32 (

18 vcombine_u32 ( vget_low_u32 ( x2 . v a l [ 0 ] ) , vget_low_u32 ( x3 . v a l [ 0 ] ) ) ) ) ;

19 vst1q_u16 ( addr_d2 , v re in te rp re tq_u16_u32 (

20 vcombine_u32 ( vget_low_u32 ( x0 . v a l [ 1 ] ) , vget_low_u32 ( x1 . v a l [ 1 ] ) ) ) ) ;

21 vst1q_u16 ( addr_d3 , v re in te rp re tq_u16_u32 (

22 vcombine_u32 ( vget_low_u32 ( x2 . v a l [ 1 ] ) , vget_low_u32 ( x3 . v a l [ 1 ] ) ) ) ) ;

23 vst1q_u16 ( addr_d4 , v re in te rp re tq_u16_u32 (

24 vcombine_u32 ( vget_high_u32 ( x0 . v a l [ 0 ] ) , vget_high_u32 ( x1 . v a l [ 0 ] ) ) ) ) ;

25 vst1q_u16 ( addr_d5 , v re in te rp re tq_u16_u32 (

26 vcombine_u32 ( vget_high_u32 ( x2 . v a l [ 0 ] ) , vget_high_u32 ( x3 . v a l [ 0 ] ) ) ) ) ;

27 vst1q_u16 ( addr_d6 , v re in te rp re tq_u16_u32 (

28 vcombine_u32 ( vget_high_u32 ( x0 . v a l [ 1 ] ) , vget_high_u32 ( x1 . v a l [ 1 ] ) ) ) ) ;
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&45?<J4 16 — %D46A9A<9 6D9@9A< <ECB?A9A<S 4?7BD<F@B6 FD4AE­

CBA<DB64A<S @4FD<J (Samsung Exynos 5422 E ARM NEON).

$4;@9D @4FD<JO &<C 84AAOI

�D9@S 6O­

CB?A9A<S

59; SIMD,

A4ABE9>.

�D9@S 6O­

CB?A9A<S E

SIMD, A4­

ABE9>.

8× 8 16-5<FAB9 59;;A4>B6B9 J9?B9 114 20

16× 16 8-5<FAB9 59;;A4>B6B9 J9?B9 565 47

29 vst1q_u16 ( addr_d7 , v re in te rp re tq_u16_u32 (

30 vcombine_u32 ( vget_high_u32 ( x2 . v a l [ 1 ] ) , vget_high_u32 ( x3 . v a l [ 1 ] ) ) ) ) ;

$94?<;4J<R FD4AECBA<DB64A<S @4FD<J 16x16.8 @B:AB D94?<;B64FP 4A4?B­

7<KAO@ B5D4;B@, <ECB?P;GS 152 <AEFDG>J<< (32 <AEFDG>J<< ;47DG;></6O7DG;><,

72 <AEFDG>J<< C9D9EF4AB6B> < 48 8BCB?A<F9?PAOI <AEFDG>J<= D9<AF9DCD9F4­

J<< 84AAOI).

� F45?<J9 16 CD<6989AB ED46A9A<9 6D9@9A< <ECB?A9A<S 4?7BD<F@B6 FD4AE­

CBA<DB64A<S @4FD<J 8x8.16 < 16x16.8 59; GE>BD9A<S E CB@BMPR SIMD-<AEFDG>­

J<= < E <ECB?P;B64A<9@ CD98?B:9AAB7B 4?7BD<F@4. �4@9DO CDB<;6B8<?<EP A4

CDBJ9EEBD9 Samsung Exynos 5422 (CB889D:<64RM9@ <AEFDG>J<< ARM NEON).

�4> @B:AB EG8<FP <; CD<6989AAOI ;4@9DB6, CD98?B:9AAO= 4?7BD<F@ FD4AE­

CBA<DB64A<S @4FD<J 8x8.16 CD96BEIB8<F CB E>BDBEF< <ECB?A9A<S 6 5,7 D4;

D94?<;4J<R 59; <ECB?P;B64A<S SIMD-<AEFDG>J<=, 4 4?7BD<F@ FD4AECBA<DB64­

A<S @4FD<J 16x16.8 CD96BEIB8<F D94?<;4J<R 59; SIMD 6 12 D4;.

3.5.2 �?7BD<F@ QHH9>F<6AB= @BDHB?B7<K9E>B= H<?PFD4J<<

<;B5D4:9A<= E <ECB?P;B64A<9@ <AEFDG>J<= ARM NEON

 BDHB?B7<K9E><9 BC9D4J<< A48 <;B5D4:9A<S@< (F4>:9 A4;O649@O9 BC9­

D4J<S@< @4F9@4F<K9E>B= @BDHB?B7<<) CD98A4;A4K9AO 8?S 4A4?<;4 < B5D45BF><

79B@9FD<K9E><I EFDG>FGD, CD<EGFEF6GRM<I A4 <;B5D4:9A<<. &4><9 BC9D4J<<

K4EFB <ECB?P;GRFES 6 4?7BD<F@4I B5D45BF>< <;B5D4:9A<= 8B>G@9AFB6 >4> 8?S

H<?PFD4J<< LG@4 A4 <;B5D4:9A<SI, F4> < 8?S D9L9A<S 5B?99 6OEB>BGDB6A96OI

;484K, F4><I >4> FBKA4S ?B>4?<;4J<S F9>EFB6OI CB?9= 6 ;BA4I 8B>G@9AF4.
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�4> CD46<?B, >4:84S @BDHB?B7<K9E>4S BC9D4J<S CD<A<@49F A4 6IB8 864

4D7G@9AF4: <EIB8AB9 <;B5D4:9A<9 < EFDG>FGDAO= Q?9@9AF. %FDG>FGDAO= Q?9­

@9AF CD98EF46?S9F EB5B= H<>E<DB64AAGR 79B@9FD<K9E>GR HBD@G, E D4;@9DB@,

@9APL<@, K9@ D4;@9D <;B5D4:9A<S. � 84AAB@ D4;89?9 5G8GF D4EE@4FD<64FPES

CDS@BG7B?PAO9 EFDG>FGDAO9 Q?9@9AFO E D4;@9DB@ wx × wy. ' EFDG>FGDAB7B

Q?9@9AF4 F4>:9 BCD989?9A4 97B S>BDA4S FBK>4 (>4> CD46<?B EB6C484RM4S E

J9AFDB@ EFDG>FGDAB7B Q?9@9AF4, 6 E?GK49, 9E?< wx < wy – A9K9FAO9).

�4;B6O@< BC9D4J<S@< @4F9@4F<K9E>B= @BDHB?B7<< S6?SRFES BC9D4J<<

QDB;<< < 8<?4F4J<<. #D< 6OK<E?9A<< BC9D4J<< QDB;<< EFDG>FGDAO= Q?9­

@9AF C9D9@9M49FES 68B?P <EIB8AB7B <;B5D4:9A<S, < ED98< ;A4K9A<= C<>E9?9=

<;B5D4:9A<S, CB>DOFOI EFDG>FGDAO@ Q?9@9AFB@, 6OK<E?S9FES @<A<@4?PAB9

;A4K9A<9. �OK<E?9AAB9 @<A<@4?PAB9 ;A4K9A<9 ;4C<EO649FES 6 D9;G?PF<DGRM99

<;B5D4:9A<9 6 CB;<J<R, EBBF69FEF6GRMGR F9>GM9= CB;<J<< S>BDAB= FBK><

EFDG>FGDAB7B Q?9@9AF4:

D(x, y) = min{S(x− n+ wx/2, y −m+ wy/2) | (n,m) ⊆ T}, (3.70)

789 D(x, y) – D9;G?PF<DGRM99 <;B5D4:9A<9, S(x, y) – <EIB8AB9 <;B5D4:9A<9,

T = [0, wx − 1] × [0, wy − 1] – CDS@BG7B?PAO= EFDG>FGDAO= Q?9@9AF E S>BD­

AB= FBK>B= 6 J9AFD9.

"C9D4J<S 8<?4F4J<< 6OK<E?S9FES 4A4?B7<KAB QDB;<<, B8A4>B E 6OK<E?9­

A<9@ @4>E<@G@4 6@9EFB @<A<@G@4. �DG7<9 F<C<KAO9 BC9D4J<< @4F9@4F<K9E>B=

@BDHB?B7<<, F4><9 >4> BF>DOF<9 < ;4>DOF<9 <;B5D4:9A<S, @BDHB?B7<K9E><=

7D48<9AF < F.C. @B7GF 5OFP 6OD4:9AO 6 6<89 >B@CB;<J<< QDB;<<, 8<?4F4J<< <

4D<H@9F<K9E><I BC9D4J<= A48 <;B5D4:9A<S@<.

�4> BC9D4J<S QDB;<<, F4> < BC9D4J<S 8<?4F4J<<, 6 E?GK49 E CDS@BG7B?P­

AO@ EFDG>FGDAO@ Q?9@9AFB@ @B7GF 5OFP 6OCB?A9AO 6 E9C4D459?PAB@ 6<89 E

G@9APL9A<9@ B5M9= FDG8B9@>BEF< 4?7BD<F@4 – CBE?98B64F9?PAO@ CD<@9A9A<­

9@ 69DF<>4?PAB7B CDBIB84 CB <;B5D4:9A<R (EB EFDG>FGDAO@ Q?9@9AFB@ D4;@9D4

wx × 1) < 7BD<;BAF4?PAB7B (EB EFDG>FGDAO@ Q?9@9AFB@ D4;@9D4 1 × wy). $4E­

E@BFD<@ D94?<;4J<R B5B<I CDBIB8B6, CD98CB?474S, KFB ;A4K9A<S@< C<>E9?9=

<EIB8AB7B <;B5D4:9A<S S6?SRFES 8-5<FAO9 59;;A4>B6O9 J9?O9 K<E?4.

"8A<@ <; <;69EFAOI CB8IB8B6 > <@C?9@9AF4J<< 7BD<;BAF4?PAB7B CDBIB84

QDB;<< (<?< 8<?4F4J<<) S6?S9FES 4?7BD<F@ 64A )9D>4/�<?S-�9D@4A4 [270; 271],

CB;6B?SRM<= QHH9>F<6AB A4IB8<FP @<A<@4?PAB9 (<?< @4>E<@4?PAB9) ;A4K9A<9
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A4 BFD9;>4I >BAEF4AFAB= 8?<AO wy. �?7BD<F@ FD95G9F 6O89?9A<S 8BCB?A<F9?P­

AB= C4@SF<, 6 864 D4;4 CD96OL4RM9= D4;@9D <;B5D4:9A<S. % 97B CB@BMPR @O

@B:9@ D94?<;B64FP 7BD<;BAF4?PAO= CDBIB8 8?S 6E97B <;B5D4:9A<S E ?<A9=AB=

FDG8B9@>BEFPR BF D4;@9D4 <;B5D4:9A<S. #<>E9?< >4:8B= EFDB>< B5D454FO64­

RFES B8<A4>B6O@ B5D4;B@, KFB CB;6B?S9F <ECB?P;B64FP 6EFDB9AAGR HGA>J<R

ARM NEON vminq_u8 (vmaxq_u8) 8?S CB<E>4 @<A<@4?PAB7B (@4>E<@4?PAB7B)

;A4K9A<S <; 16-F< C4D 8-5<FAOI ;A4K9A<= B8AB= <AEFDG>J<9=.

�?S ED46A9A<S @O F4>:9 @B:9@ <@C?9@9AF<DB64FP 7BD<;BAF4?PAO= CDB­

IB8 QDB;<< (8<?4F4J<<) ;4 ?<A9=AB9 6D9@S BF D4;@9D4 B>A4 wy 8?S >4:8B7B

CD<@9A9A<S F4>:9 E <ECB?P;B64A<9@ 6EFDB9AAOI HGA>J<= ARM NEON, CB­

E>B?P>G D4;?<KAO9 Q?9@9AFO EFDB> <;B5D4:9A<S B5D454FO64RFES A9;46<E<@B.

� D4@>4I F4>B7B CDBIB84 @B:AB ;4CB?ASFP 869 EFDB>< D9;G?PF<DGRM97B <;B5­

D4:9A<S A4 >4:8B= <F9D4J<< J<>?4 CB EFB?5J4@. �?S >4:8B= C4DO EBE98A<I

EFDB> EGM9EF6G9F wy − 2 B5M<I Q?9@9AF4, A9B5IB8<@OI 8?S 6OK<E?9A<S @<­

A<@G@4 (@4>E<@G@4) A4 BFD9;>9, KFB CB;6B?S9F BCF<@<;<DB64FP 6OK<E?9A<S.

$94?<;4J<S F4>B= ?<A9=AB= <@C?9@9AF4J<< CD<6989A4 6 6<89 ?<EF<A74 3.2.

�<EF<A7 3.2: �<A9=A4S D94?<;4J<S 7BD<;BAF4?PAB7B CDBIB84 @BDHB?B7<K9E>B=

QDB;<< 8-5<FAB7B <;B5D4:9A<S EB EFDG>FGDAO@ Q?9@9AFB@ D4;@9D4 1 × wy 8?S

A9K9FAOI wy E <ECB?P;B64A<9@ <AEFDG>J<= ARM NEON.

1 // u int8_t ∗∗ s r c_ l i n e s − <E IB8AB9 <;B5D4:9A<9 : 86G@9DAO= @4E E<6

2 // D4;@9D4 width x h e i g h t E 8−5<FAO@< 59 ; ;A4>B6O@< J9?O@< ;A4K9A<S@<

3 // u int8_t ∗∗ d s t_ l i n e s − D9 ; G?PF<DGRM9 9 <;B5D4:9A< : 86G@9DAO= @4E E<6

4 // D4;@9D4 width x h e i g h t E 8−5<FAO@< 59 ; ;A4>B6O@< J9?O@< ;A4K9A<S@<

5 // i n t wing − ">DO?B" E FDG>F GDAB 7 B Q?9@9AF4 : w_y = 2 ∗ wing + 1

6

7 fo r ( i n t y = wing ; y < he igh t −wing −1; y += 2)

8 {

9 fo r ( i n t x = 0 ; x < width ; x += 16)

10 {

11 u int8x16_t v a l = vld1q_u8 ( s r c_ l i n e s [ y−wing+1] + x ) ;

12 fo r ( i n t k = −wing + 2 ; k <= wing ; k++)

13 v a l = vminq_u8 ( va l , vld1q_u8 ( s r c_ l i n e s [ y+k]+x ) ) ;

14 vst1q_u8 ( d s t_ l i n e s [ y ]+x ,

15 vminq_u8 ( va l , vld1q_u8 ( s r c_ l i n e s [ y−wing ]+x ) ) ) ;

16 vst1q_u8 ( d s t_ l i n e s [ y+1]+x ,

17 vminq_u8 ( va l , vld1q_u8 ( s r c_ l i n e s [ y+wing+1]+x ) ) ) ;

18 }

19 }
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�@C?9@9AF<DB64FP 69DF<>4?PAO= CDBIB8 QDB;<< (8<?4F4J<<) F4>:9 @B:­

AB CD< CB@BM< 4?7BD<F@4 64A )9D>4/�<?S-�9D@4A4 E CD9864D<F9?PAO@ FD4AE­

CBA<DB64A<9@ <;B5D4:9A<S, <ECB?P;GS @9FB8, BC<E4AAO= 6 D4;89?9 3.5.1.

�A4?B7<KAB 7BD<;BAF4?PAB@G CDBIB8G, F4>:9 @B:AB D94?<;B64FP QHH9>F<6AO=

?<A9=AO= 4?7BD<F@ 69DF<>4?PAB7B CDBIB84 E <ECB?P;B64A<9@ <AEFDG>J<= ARM

NEON – >4:84S EFDBK>4 D9;G?PF<DGRM97B <;B5D4:9A<S @B:9F ;4CB?ASFPES

CDS@O@ 6OK<E?9A<9@ @<A<@G@4 (@4>E<@G@4) 6 J<>?9 E wx <F9D4J<S@<. #D<

CB@BM< 6EFDB9AAOI HGA>J<= ;4 B8AG <F9D4J<R 5G89F 6OK<E?SFPES 16 B>BAAOI

@<A<@G@B6 (@4>E<@G@B6). �D4S <;B5D4:9A<S B5D454FO64RFES BF89?PAB. $94­

?<;4J<S CD98EF46?9A4 6 6<89 ?<EF<A74 3.3.

�<EF<A7 3.3: �<A9=A4S D94?<;4J<S 69DF<>4?PAB7B CDBIB84 @BDHB?B7<K9E>B=

QDB;<< 8-5<FAB7B <;B5D4:9A<S EB EFDG>FGDAO@ Q?9@9AFB@ D4;@9D4 wx × 1 8?S

A9K9FAOI wx E <ECB?P;B64A<9@ <AEFDG>J<= ARM NEON.

1 // u int8_t ∗∗ s r c_ l i n e s − <E IB8AB9 <;B5D4:9A<9 : 86G@9DAO= @4E E<6

2 // D4;@9D4 width x h e i g h t E 8−5<FAO@< 59 ; ;A4>B6O@< J9?O@< ;A4K9A<S@<

3 // u int8_t ∗∗ d s t_ l i n e s − D9 ; G?PF<DGRM9 9 <;B5D4:9A< : 86G@9DAO= @4E E<6

4 // D4;@9D4 width x h e i g h t E 8−5<FAO@< 59 ; ;A4>B6O@< J9?O@< ;A4K9A<S@<

5 // i n t wing − ">DO?B" E FDG>F GDAB 7 B Q?9@9AF4 : w_x = 2 ∗ wing + 1

6

7 fo r ( i n t y = 0 ; y < he i g h t ; ++y )

8 {

9 fo r ( i n t x = 0 ; x < width ; x += 16)

10 {

11 u int8x16_t v a l = vld1q_u8 ( s r c_ l i n e s [ y ]+x−wing ) ;

12 fo r ( i n t j = x−wing+1; j <= x+wing ; ++j )

13 v a l = vminq_u8 ( va l , vld1q_u8 ( s r c_ l i n e s [ y ]+ j ) ) ;

14 vst1q_u8 ( d s t_ l i n e s [ y ]+x , v a l ) ;

15 }

16 }

�?S ED46A9A<S CDB<;6B8<F9?PABEF< 4?7BD<F@B6 5O?< CDB6989AO 6OK<E?<­

F9?PAO9 Q>EC9D<@9AFO E @BDHB?B7<K9E>B= QDB;<9= <EIB8AB7B B8AB>4A4?PAB7B

<;B5D4:9A<S D4;@9DB@ 800×600, >4:8O= C<>E9?P >BFBDB7B EB89D:4? 8-5<FAB9

59;;A4>B6B9 J9?B9 ;A4K9A<9, E D4;?<KAO@< D4;@9D4@< EFDG>FGDAB7B Q?9@9AF4.

1>EC9D<@9AF4?PAO9 ;4@9DO CDB<;6B8<?<EP A4 CDBJ9EEBD9 Samsung Exynos 5422,

CB889D:<64RM9@ <AEFDG>J<< ARM NEON, D94?<;B64AAO9 4?7BD<F@O FD4AE­

?<DB64?<EP CD< CB@BM< >B@C<?SFBD4 gcc. �46<E<@BEFP 6D9@9A< <ECB?A9A<S

7BD<;BAF4?PAB7B CDBIB84 @BDHB?B7<K9E>B= QDB;<< BF D4;@9D4 EFDG>FGDAB7B
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Q?9@9AF4 wy CD98EF46?9A4 A4 D<E. 3.18. �ECB?P;B64A<9 SIMD-<AEFDG>J<= CB;­

6B?S9F GE>BD<FP D94?<;4J<R CD< CB@BM< 4?7BD<F@4 64A )9D>4/�<?S-�9D@4A4

5B?99 K9@ 6 3 D4;4. �<A9=A4S D94?<;4J<S 8?S EFDG>FGDAB7B Q?9@9AF4 D4;@9­

D4 wy = 3 6 14 D4; 5OEFD99, K9@ D94?<;4J<S CD< CB@BM< 4?7BD<F@4 64A

)9D>4/�<?S-�9D@4A4 59; <ECB?P;B64A<S SIMD-<AEFDG>J<=, B8A4>B QFBF 6O<7­

DOL D9;>B EA<:49FES CD< G69?<K9A<< wy.  B:AB B5A4DG:<FP, KFB 6 8<4C4;BA9

0 < wy < 70 ?<A9=A4S D94?<;4J<S E SIMD-<AEFDG>J<S@< S6?S9FES A4<5B?99

QHH9>F<6AB= <; FD9I ED46A<649@OI, FB784 >4> 6 E?GK49 5B?PL<I EFDG>FGDAOI

Q?9@9AFB6, CD98CBKF9A<9 E?98G9F G89?SFP D94?<;4J<< 4?7BD<F@B@ 64A )9D>4/­

�<?S-�9D@4A4 E SIMD-<AEFDG>J<S@<.

$<EGAB> 3.18 — �46<E<@BEFP 6D9@9A< <ECB?A9A<S 7BD<;BAF4?PAB7B CDBIB84 QDB­

;<< BF D4;@9D4 EFDG>FGDAB7B Q?9@9AF4.

$9;G?PF4FO ED46A9A<S CDB<;6B8<F9?PABEF< 69DF<>4?PAB7B CDBIB84 @BDHB­

?B7<K9E>B= QDB;<< CD98EF46?9AO A4 D<E. 3.19. �ECB?P;B64A<9 SIMD-<AEFDG>J<=

CB;6B?S9F GE>BD<FP D94?<;4J<R, <ECB?P;GRMGR 4?7BD<F@ 64A )9D>4/�<?S­

�9D@4A4 CBKF< 6 3 D4;4 CD< wx ⩾ 3. �<A9=A4S D94?<;4J<S 8?S wx = 3 6

11 D4; 5OEFD99, K9@ D94?<;4J<S E 4?7BD<F@B@ 64A )9D>4/�<?S-�9D@4A4 59;

SIMD-<AEFDG>J<=, < 6O<7DOL D9;>B EA<:49FES CD< G69?<K9A<< wx.  B:AB B5­

A4DG:<FP, KFB CD< 0 < wx < 60 ?<A9=A4S D94?<;4J<S E SIMD-<AEFDG>J<S@<
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S6?S9FES A4<5B?99 QHH9>F<6AB=, 4 CD< 5B?PL<I ;A4K9A<SI D4;@9D4 EFDG>FGD­

AB7B Q?9@9AF4 A4<5B?99 QHH9>F<6AB= S6?S9FES D94?<;4J<S E 4?7BD<F@B@ 64A

)9D>4/�<?S-�9D@4A4 < E <ECB?P;B64A<9@ SIMD-<AEFDG>J<=.

$<EGAB> 3.19— �46<E<@BEFP 6D9@9A< <ECB?A9A<S 69DF<>4?PAB7B CDBIB84 QDB;<<

BF D4;@9D4 EFDG>FGDAB7B Q?9@9AF4.

&4><@ B5D4;B@, A4 BEAB69 CB?GK9AAOI Q>EC9D<@9AF4?PAOI D9;G?PF4FB6

@B:AB E89?4FP 6O6B8, KFB A4<5B?99 QHH9>F<6AB= <@C?9@9AF4J<S @BDHB?B7<­

K9E>B= QDB;<< (8<?4F4J<<) 8?S <ECB?A9A<S A4 CDBJ9EEBD4I E9@9=EF64 ARM E

CB889D:>B= <AEFDG>J<= NEON S6?S9FES >B@5<A4J<S D4EE@BFD9AAOI @9FB8B6.

�?S 7BD<;BAF4?PAB7B CDBIB84 E?98G9F <ECB?P;B64FP ?<A9=AGR <@C?9@9AF4­

J<R (E@. ?<EF<A7 3.2) CD< wy < 70 < 4?7BD<F@ 64A )9D>4/�<?S-�9D@4A4 E

SIMD-<AEFDG>J<S@< 6 BEF4?PAOI E?GK4SI. �?S 69DF<>4?PAB7B CDBIB84 E?98G9F

<ECB?P;B64FP ?<A9=AGR <@C?9@9AF4J<R (E@. ?<EF<A7 3.3) CD< wx < 60 < 4?­

7BD<F@ 64A )9D>4/�<?S-�9D@4A4 c SIMD-<AEFDG>J<S@< 6 BEF4?PAOI E?GK4SI.

$4;?<K<S 6 CBDB7B6OI ;A4K9A<SI wx < wy B5GE?B6?9AB D4;?<K<S@< 6 FB@, >4><@

B5D4;B@ 6 4?7BD<F@4I 7BD<;BAF4?PAB7B < 69DF<>4?PAB7B CDBIB8B6 EFDG>FGD<DB­

64A 8BEFGC > C4@SF< GEFDB=EF64.
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3.6 �O6B8O CB 7?469

%HBD@G?<DB64A4 ;484K4 D4ECB;A464A<S 6 6<89BCBFB>9. #D98?B:9AB D4E­

E@4FD<64FP D4ECB;A464A<9 B5N9>F4 6 6<89BCBE?98B64F9?PABEF< 6 EI9@9 E BEF4­

AB6>B= >4> ;484KG @<A<@<;4J<< B5M97B HGA>J<BA4?4 EFB<@BEF<. #DB6989AB

<EE?98B64A<9 FD9I @9FB8B6 >B@5<A<DB64A<S A4 86GI BF>DOFOI C4>9F4I 84AAOI

MIDV-500 < MIDV-2019. #B>4;4AB, KFB A4 ED46A<F9?PAB IBDBL<I 84AAOI A4<­

?GKL99 >4K9EF6B CB>4;O649F @9FB8 6O5BD4 ?GKL97B (BJ9A>4 CB HB>GE<DB6>9)

>48D4. � A4 ;4LG@?9AAOI <;B5D4:9A<SI E E<?PAO@< CDB9>F<6AO@< <E>4:9A<­

S@< 6O<7DO649F @9FB8 >B@5<A<DB64A<S A4 BEAB69 CB8IB84 ROVER. !4<IG8L<=

D9;G?PF4F CB>4;4? @9FB8 6O5BD4 A4<?GKL97B D9;G?PF4F4 D4ECB;A464A<S. %FB<F

F4>:9 ;4@9F<FP, KFB EFD4F97<S 6O5BD4 B8AB7B D9;G?PF4F4 ;4698B@B A4<5?<:4=­

L97B > CD46<?PAB@G, A9D94?<;G9@4S A4 CD4>F<>9, 84?4 A4<?GKL<= D9;G?PF4F.
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A99 GEF4AB6?9AAB@G >?4EEG E<@6B?B6). $4EE@BFD<@ 864 @9I4A<;@4 D4;@9F><

B5D4;JB6 E<@6B?B6, CBEFGC4RM<I <; A9>BFBDB7B <EFBKA<>4: 46FB@4F<K9E><=

>?4EE<H<>4FBD B5D4;B6, CBEFDB9AAO= CB CD<AJ<CG BCF<K9E>B7B D4ECB;A464A<S

E<@6B?B6 (OCR) < D4;@9F>4 BC9D4FBD4@< B5D4;B6, >BFBDO9 @B7GF 5OFP >4> CD98­

64D<F9?PAB >?4EE<H<J<DB64AAO@<, F4> < A9 >?4EE<H<J<DB64AAO@<.

�6FB@4F<K9E>4S D4;@9F>4 CDB6B8<FES 5OEFDB, AB EBCDS:9A4 E BL<5>4@<.

$GKA4S D4;@9F>4 S6?S9FES 5B?99 FBKAB=, AB B7D4A<K9A4 E>BDBEFPR D45BFO BC9­

D4FBDB6.

$4EE@BFD<@ CB8DB5A99 CDBJ98GDG D4;@9F>< A45BD4 B5D4;B6 E<@6B?B6. $4;­

@9F>4 @B:9F 6>?RK4FP 6 E95S E?98GRM<9 BC9D4J<<:

– <;@9A9A<9 B5D4;4 E<@6B?4;

– <;@9A9A<9 7D4A<J E<@6B?4;

– CDB69D>G 7D4A<J E<@6B?4 E 6B;@B:AB= BF5D4>B6>B= (G84?9A<9@ B5D4;4

<; B5GK4RM97B @AB:9EF64);

– 66B8 >B84 E<@6B?4;

– CDB69D>G >B84 E<@6B?4 E 6B;@B:AB= BF5D4>B6>B=.

#D<6989AAO9 BC9D4J<< GCBDS8BK9AO CB G5O64A<R ;4FD4K9AAB7B A4 BC9­

D4J<R 6D9@9A<. �D9@S A4 6OCB?A9A<9 BC9D4J<< CDB69D>< >B84 E<@6B?4 E

6B;@B:AB= BF5D4>B6>B= @B:9F 5OFP G@9APL9AB, 9E?< BC9D4FBDG CB84RFES A4

D4;@9F>G D4A99 >?4EE<H<J<DB64AAO9 E<@6B?O E B8<A4>B6O@ >B8B@. !9B5IB8<­

@B BF@9F<FP, KFB HGA>J<S BF5D4>B6>< G@9APL49F 6D9@S D45BFO BC9D4FBD4, AB

6 FB :9 E4@B9 6D9@S @B:9F G@9APL4FP D4;ABB5D4;<9 CD<;A4>B6 6 B5D4;4I B5G­

K4RM97B @AB:9EF64.

�4> G:9 BF@9K4?BEP 6OL9, BC9D4FBDG @B:9F CD98NS6?SFPES >4> BF89?P­

AO= B5D4;, F4> B5D4; 6 >BAF9>EF9 EBE98A<I E<@6B?B6, 6 CBE?98A9@ E?GK49

FBKABEFP D4;@9F><, BCD989?S9@4S >4> BFABL9A<9 >B?<K9EF64 BL<5BKAB D4;@9­
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K9AAOI B5D4;B6 > B5M9@G >B?<K9EF6G B5D4;B6, CB6OL49FES ;4 EK9F G69?<K9A<S

D4EIB84 6D9@9A< BC9D4FBD4 A4 4A4?<; 7DGCCO E<@6B?B6.

�D9@S 6OCB?A9A<S BC9D4J<= 64DP<DG9FES BF 0,3 − 0,5 E9>GA8O 8?S BC9­

D4J<< CDB69D>< >B84 E<@6B?4 E 6B;@B:AB= BF5D4>B6>B= (6 E?GK49, >B784

CD98NS6?SRFES B8ABDB8AO9 B5D4;O, >BFBDO9 ;4D4A99 BFEBDF<DB64AO CB >B8G

E<@6B?4 < <AO@ CD<;A4>4@) 8B 30 < 5B?99 E9>GA8 8?S BC9D4J<< <;@9A9A<S

B5D4;4 E<@6B?4.

$4EE@BFD<@ D4;5<9A<9 @AB:9EF64 M , <;6?9K9AAB7B <; A9>BFBDB7B <EFBK­

A<>4 B5D4;B6, A4 FD< CB8@AB:9EF64 Ma ∪ Mv ∪ Me, 789

– Ma – @AB:9EF6B G69D9AAB >?4EE<H<J<DB64AAOI B5D4;B6 E<@6B?4 – QF<

B5D4;O A9 CB8?9:4F DGKAB= CDB69D>9;

– Mv – @AB:9EF6B B5D4;B6, FD95GRM<= DGKAB= CDB69D><, 6B-C9D6OI,

H4>F4 CD<A48?9:ABEF< > E<@6B?4@, <, 6B-6FBDOI, CD46<?PABEF< >?4E­

E<H<>4J<<.

– Me – @AB:9EF6B B5D4;B6, >BFBDO9 A9 @B7GF 5OFP >?4EE<H<J<DB64AO

46FB@4F<K9E>< < >BFBDO9 BC9D4FBD CD< DGKAB= CDB69D>9 8B?:9A >?4E­

E<H<J<DB64FP ;4AB6B.

�4848<@ES BJ9A>4@< 6D9@9A tv < te B5D45BF>< B8AB7B B5D4;4 BC9D4FBDB@

<; @AB:9EF6Mv <Me EBBF69FE69AAB. &B784 B5M99 6D9@S B5D45BF>< BC9D4FBDB@

@AB:9EF4 M BCD989?<FES >4>

t = |Mv| · tv + |Me| · te. (4.1)

%CBEB5 D4;5<9A<S @AB:9EF64 M ;484EF 6D9@S B5D45BF>< t. �?S 5B?PL<I

B5N9@B6 @AB:9EF6 6D9@S B5D45BF>< CBKF< 6E9784 B7D4A<K9AB. !4CD<@9D, 8?S

|M | = 1 000 000 B5D4;B6, CD< te = 0,5 E9>, B5M99 6D9@S B5D45BF>< >4:8B7B

E<@6B?4 EBEF46<F CD<@9DAB 18 8A9=. "FER84 E?98G9F, KFB 8?S BC<E4AAB= D4­

5BFO A9 G84EFES B7D4A<K<FPES B8A<@ BC9D4FBDB@, < KFB A9B5IB8<@O ED98EF64

46FB@4F<;4J<< CDBJ9EE4 HBD@<DB64A<S B5GK4RM97B @AB:9EF64.

!9D98>B 6B;A<>4RF ;4FDG8A9A<S CD< >?4EE<H<>4J<< CBIB:<I E<@6B?B6,

A4CD<@9D, A9B5IB8<@BEFP D4;?<K4FP 5G>6O «O» < J<HDO «0». �?S D9L9A<S QFB=

CDB5?9@O A9B5IB8<@B B5D4F<FPES > B5D4;G F9>EFB6B7B CB?S, <; >BFBDB7B 5O?

CB?GK9A E<@6B?. "C9D4FBDG 8B?:A4 5OFP 8BEFGCA4 <EIB8A4S F9>EFB64S EFDB>4

E G>4;4A<9@ F9>GM97B E<@6B?4 6 F9>EFB6B@ CB?9. &4><@ B5D4;B@, >BAF9>EF CB?S

EGM9EF69AAB CB6OL49F >4K9EF6B B5GK4RM97B @AB:9EF64.
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�; 6OL9E>4;4AAB7B E?98G9F, KFB ECBEB5 D4;5<9A<S @AB:9EF64 M A4 CB8­

@AB:9EF64 Ma, Mv, Me < ECBEB5 CD98EF46?9A<S Q?9@9AFB6 QF<I @AB:9EF6

CB;6B?SRF @<A<@<;<DB64FP 6D9@S, ;4FD4K9AAB9 A4 B5D45BF>G BC9D4FBDB@ CB8­

@AB:9EF6 Mv, Me, < @<A<@<;<DB64FP >B?<K9EF6B BL<5B> >?4EE<H<>4J<<

B5D4;B@ @AB:9EF64M . "F@9F<@, KFB ECBEB5 D4;5<9A<S @AB:9EF64M A4 CB8@AB­

:9EF64 F4>:9 @B:9F 6>?RK4FP DGKAO9 BC9D4J<<, >BFBDO9 A9B5IB8<@B GK9EFP

CD< BJ9A>9 B5M<I ;4FD4F 6D9@9A<.

%CBEB5 HBD@<DB64A<S @AB:9EF64 B5D4;B6 E<@6B?B6 6 CDBJ9EE9

Q>EC?G4F4J<< OCR-E<EF9@O

� ;484K9 D4ECB;A464A<S 8B>G@9AFB6, A4CD<@9D, CD< EBID4A9A<< 6 4DI<­

69 CBFB>4 B5D4;B6 8B>G@9AFB6, BL<5BKAB D4ECB;A4AAO9 B5D4;O 8B?:AO 5OFP

<ECD46?9AO <?<, >4> @<A<@G@ CB@9K9AO >4> A9A489:AB D4ECB;A4AAO9. 1F4CO

69D<H<>4J<< < D984>F<DB64A<S D9;G?PF4FB6 D4ECB;A464A<S B5GE?B6?9AO 5<;­

A9E-?B7<>B= E<EF9@O D4ECB;A464A<S 8B>G@9AFB6 [278]. 1F< QF4CO CDB6B8SFES

E<?4@< BC9D4FBDB6 <; BD74A<;4J<<, Q>EC?G4F<DGRM9= OCR-E<EF9@G.

�BEF4FBKAB K4EFB D9;G?PF4FO D4ECB;A464A<S 8B>G@9AFB6, FB 9EFP 8B>G@9A­

FO 6 J<HDB6B@ 6<89, A9 @B7GF 5OFP C9D984AO D4;D45BFK<>4@ OCR-E<EF9@O <;

BD74A<;4J<<, Q>EC?G4F<DGRM9= OCR-E<EF9@G, CD9:89 6E97B, CB FD95B64A<S@

<AHBD@4J<BAAB= 59;BC4EABEF< (6 BEB59AABEF<, 9E?< D9KP <89F B 8B>G@9AF4I,

G8BEFB69DSRM<I ?<KABEFP). "8A4>B D9;G?PF4FO D4ECB;A464A<S, EBEFBSM<9 <;

@AB:9EF64 Ma ∪Mv ∪Me, A9 CB;6B?SRF 6BEEF4AB6<FP <EIB8AO9 8B>G@9AFO, <

@B7GF 5OFP C9D984AO D4;D45BFK<>4@ OCR-E<EF9@O 8?S CB6FBDAB7B B5GK9A<S

>?4EE<H<>4FBDB6.

&B 9EFP CDBJ9EE D4;5<9A<S A4Ma∪Mv∪Me BEGM9EF6?S9FES A4 F9IA<K9E><I

ED98EF64I BD74A<;4J<<, Q>EC?G4F<DGRM9= OCR-E<EF9@G. !9E@BFDS A4 <ECB?P;B­

64A<S 8?S D4;5<9A<S D9;G?PF4FB6 69D<H<>4J<< < D984>F<DB64A<S, BC9D4FBD4@

A9 CD<IB8<FES 89?4FP A<>4><I AB6OI EC9J<4?PAOI 89=EF6<=.

#D98?4749@O= 6 84AAB@ CB8D4;89?9 ECBEB5 HBD@<DB64A<S @AB:9EF64

B5D4;B6 E<@6B?B6 BEAB64A A4 <ECB?P;B64A<< D9;G?PF4FB6 D4ECB;A464A<S F9>EFB­

6OI CB?9= < F9EFB6OI EFDB>, CB8F69D:89AAOI BC9D4FBDB@.
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$4EE@BFD<@ ;484KG CBE<@6B?PAB7B EBCBEF46?9A<S D9;G?PF4F4 D4ECB;A464­

A<S EFDB>< (A45BD 4?PF9DA4F<6 E 69E4@< 8?S >4:8B7B B5D4;4) < EBBF69FEF6G­

RM9= CBE?98B64F9?PABEFPR E<@6B?B6, CB8F69D:89AAB= BC9D4FBDB@ A4 QF4C4I

D984>F<DB64A<S < 69D<H<>4J<<. &B 9EFP >4:8B@G E<@6B?G F9>EFB6B= EFDB><

AG:AB EBBFA9EF< B5D4; E<@6B?4 D4ECB;A4649@B= EFDB><.

$9L9A<9 ;484K<, FB 9EFP EBCBEF46?9A<9 D9;G?PF4F4 D4ECB;A464A<S E A45B­

DB@ E<@6B?B6, 5G89@ CDB<;6B8<FP @9FB8B@ 8<A4@<K9E>B7B CDB7D4@@<DB64A<S E

@9FD<>B= �969ALF9=A4 [279]. �B;P@9@ ;4 BEAB6G 54;B6O9 CD<AJ<CO 4?7BD<F@4

MCHSR [280]. MCHSR S6?S9FES B8A<@ <; @9FB8B6 >BAF9>EFAB= B5D45BF>< D9­

;G?PF4FB6 D4ECB;A464A<S. 1FBF 4?7BD<F@ 5O? D4;D45BF4A 8?S CB<E>4 6IB:89A<S

HD47@9AF4 F9>EF4 6 EFDB>9 D9;G?PF4FB6 D4ECB;A464A<S.  O :9 D4EE@4FD<649@

;484KG CB?AB7B A4<?GKL97B EBCBEF46?9A<S CB8F69D:89AAB= EFDB>< E D9;G?PF4­

FB@ D4ECB;A464A<S.

!4 C9D6B@ L479 4?7BD<F@4 CBEFDB<@ F45?<JG, 6 SK9=>4I >BFBDB= 5G89F

G>4;4AB >4K9EF6B >?4EE<H<>4FBD4 E<@6B?4, 9E?< E<@6B? EB6C4849F E B8AB= <;

4?PF9DA4F<6 8?S F9>GM97B ;A4>B@9EF4. �E?< F9>GM<= E<@6B? BFEGFEF6G9F 6 EC<E­

>9 4?PF9DA4F<6, FB >?9F>G F45?<JO BEF46<@ CGEFB=.

!4 6FBDB@ L479 4?7BD<F@4 A4=89@ A4<?GKL<= CGFP (CGFP A4<5B?PL97B

69E4) <; ?96B= A<:A9= FBK>< F45?<JO 6 CD46GR 69DIARR FBK>G. $4;D9L9AO

E?98GRM<9 C9D9IB8O (E@. D<E. 4.1):

– 669DI CB D95DG SK9=>< F45?<JO – E?GK4=, >B784 ED98< D9;G?PF4FB6

D4ECB;A464A<S BFEGFEF6G9F 4?PF9DA4F<64, EBBF69FEF6GRM4S 66989AAB@G

BC9D4FBDB@ E<@6B?G (B5D4; E<@6B?4 5O? A9 D4ECB;A4A). �?S CDBEFBFO

<;?B:9A<S 5G89@ EK<F4FP EFB<@BEFP C9D9IB84 D46AGR 0.

– 6CD46B CB D95DG SK9=>< F45?<JO – E?GK4=, >B784 D9;G?PF4FG D4ECB;A464­

A<S A9 EBBF69FEF6G9F A< B8<A <; E<@6B?B6 EFDB>< (HD47@9AF «@GEBD4»

D4ECB;A4A >4> E<@6B?). �A4?B7<KAB, 5G89@ EK<F4FP EFB<@BEFP C9D9IB84

D46AGR 0.

– C9D9IB8 CB 8<47BA4?< SK9=>< – EBCBEF46?9A<9 E<@6B?4 E B8AB= <; 4?P­

F9DA4F<6 ;A4>B@9EF4. %FB<@BEFP C9D9IB84 CB?B:<@ D46AB= ;A4K9A<R

SK9=><.

� D9;G?PF4F9 6OL9BC<E4AAB7B 4?7BD<F@4 5G89F EHBD@<DB64A A45BD EBBF­

69FEF6<=: E<@6B? F9EFB6B= EFDB>< – B5D4; E<@6B?4. �B;@B:AO E?GK4<, >B784

8?S E<@6B?4 A9 A4=89A D4EFDB6O= B5D4; <, A4B5BDBF, 8?S D4EFDB6B7B B5D4;4

A9 A4=89A E<@6B?.
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$<EGAB> 4.1 —  B89?P EBCBEF46?9A<S D9;G?PF4F4 D4ECB;A464A<S < F9>EFB6B=

EFDB><, 66989AAB= BC9D4FBDB@: CBEFDB9A<9 F45?<JO < CB<E> ?GKL97B EBBF69F­

EF6<S D4EFDB6OI B5D4;B6 < E<@6B?B6 (G>4;4AB :<DAB= E9DB= ?<A<9=).

#BE?9 EBCBEF46?9A<S >4:8O= D4EFDB6O= B5D4; @B:AB BFA9EF< > B8AB@G

<; FD9I 6<8B6:

– G69D9AAB D4ECB;A4AAO= B5D4; E<@6B?4 – 8?S 84AAB7B B5D4;4 A4<?GKL4S

4?PF9DA4F<64 E<@6B?4 (4?PF9DA4F<64 E A4<5B?PL<@ 69EB@) EBBF69FEF6G­

9F E<@6B?G <; EFDB>< < E4@4 4?PF9DA4F<64 <@99F 6OEB>B9 >4K9EF6B

D4ECB;A464A<S;

– B5D4;, FD95GRM<= CB8F69D:89A<S – 8?S 84AAB7B B5D4; E<@6B?4 B8A4

<; 6FBDBEF9C9AAOI 4?PF9DA4F<6 (A9 A4<?GKL4S 4?PF9DA4F<64) EBBF69F­

EF6G9F E<@6B?G <; EFDB><;

– «A9CD46<?PAB» D4ECB;A4AAO= B5D4; E<@6B?4 – B5D4; E<@6B?4, 8?S >BFB­

DB7B A9 A4=89A EBBF69FEF6GRM<= E<@6B? <; EFDB><.

&4><@ B5D4;B@, @O CB?GK<?< FD< @AB:9EF64 B5D4;B6 E<@6B?B6 Ma, Mv,

Me.

%BID4AS9@O9 E<@6B?O @B7GF 5OFP CD98EF46?9AO >4> 5<A4DAO@<, F4> <

CB?GFBAB6O@< < J69FAO@< B5D4;4@<. � CBE?98A<I E?GK4SI 8?S B5GK9A<S @B­

7GF CBA48B5<FPES A9 FB?P>B B5D4;O >4> F4>B6O9, AB < C4D4@9FDO BF89?9A<S

CB?GFBAB6OI < J69FAOI B5D4;B6 5G>6 BF HBA4. � CDBEF9=L9@ E?GK49 CBDB7 BF­

89?9A<S HBA4 @B:9F 5OFP 6;SF <; D9;G?PF4FB6 5<A4D<;4J<< 7DGCCO E<@6B?B6,
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EBEF46?SRM<I EFDB>G, < GFBKA9A 484CF<6AO@< 4?7BD<F@4@< D4EK9F4 CBDB74 5<­

A4D<;4J<<, A4CD<@9D, CD< CB@BM< @9FB84 !<5?Q>4 [63].

#DB69D<@ CD98?B:9AAGR @B89?P < ECBEB5 Q>EC9D<@9AF4?PAB. �?S CDB69­

89A<S Q>EC9D<@9AF4 5O?B CB?GK9AB 5B?99 2 000 000 E<@6B?B6, ED98< >BFBDOI

5B?99 82% B5D4;B6 5O?< BFA9E9AO > @AB:9EF6G Ma. �B?S E<@6B?B6, FD95GR­

M4S 8BCB?A<F9?PAGR CDB69D>G BC9D4FBDB@, EBEF46<?4 @9A99 10%, KFB CB;6B?S9F

EGM9EF69AAB GE>BD<FP CDBJ9EE EB;84A<S B5GK4RM97B @AB:9EF64.  AB:9EF6B

E<@6B?B6Me EBEF46<?B B>B?B 8%. #D<@9DO E<@6B?B6 <; D4;AOI @AB:9EF6 CD98­

EF46?9AO A4 D<E. 4.2.

$<EGAB> 4.2 — #D<@9DO E<@6B?B6 <; D4;AOI @AB:9EF6. %?964: CD<@9D B5D4;4,

A9 S6?SRM97BES E<@6B?B@; ECD464: E<@6B? <; @AB:9EF64 G69D9AAB D4ECB;A4A­

AOI B5D4;B6; 6 J9AFD9; B5D4; E<@6B?4, FD95GRM<= 8BCB?A<F9?PAGR CDB69D>G

BC9D4FBDB@.

!4 QF4C9 BFA9E9A<S B5D4;4 E<@6B?4 > B8AB= <; FD9I 7DGCC CD98?B:9AB EK<­

F4FP E<@6B? A489:AB D4ECB;A4AAO@, 9E?< C9D64S 4?PF9DA4F<64 <@99F 6OEB>B9

>4K9EF6B. #DB<EE?98G9@ D4;@9D @AB:9EF64 B5D4;B6 Mv BF ;4H<>E<DB64AAB7B

>4K9EF64 E<@6B?4 C9D6B= 4?PF9DA4F<6O Q0. �AO@< E?B64@<, E<@6B? A9 AG:AB

8BCB?A<F9?PAB CB8F69D:84FP, 9E?< >4K9EF6B C9D6B= 4?PF9DA4F<6O q > Q0, <A4­

K9 E<@6B? CBC4849F 6 @AB:9EF6B EB@A<F9?PAB D4ECB;A4AAOI B5D4;B6. !4 D<E.

4.3 CD98EF46?9AO D9;G?PF4FO Q>EC9D<@9AF4 8?S 8B>G@9AFB6 «#4ECBDF $(».

*9AFD4?PAB9 @9EFB 6 ;484K9 HBD@<DB64A<S B5GK4RM97B @AB:9EF64 ;4­

A<@49F A489:ABEFP >?4EE<H<>4J<< B5D4;B6. #DB4A4?<;<DG9@ ;46<E<@BEFP

>B?<K9EF64 BL<5B> @AB:9EF64 Ma BF >4K9EF64 E<@6B?4 C9D6B= 4?PF9DA4F<6O.
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$<EGAB> 4.3 — �46<E<@BEFP D4;@9D4 (6 % BF B5M97B K<E?4 B5D4;B6M) 54;OMv

BF @<A<@4?PAB 8BCGEF<@B7B ;A4K9A<S >4K9EF64 B5D4;4 <; @AB:9EF64 Ma 8?S

8B>G@9AFB6 «#4ECBDF $(».

�?S QFB7B CB8EK<F49@ >B?<K9EF6B BL<5B> 8?S >4:8B7B CDB@9:GF>4 ;A4K9A<=

>4K9EF64 4?PF9DA4F<69 A4 6O5BD>9 8B>G@9AFB6 F<C4 «#4ECBDF $(». '@9APL9­

A<9 8B?< BL<5B> E DBEFB@ ;A4K9A<S 4?PF9DA4F<6O CD98EF46?9A A4 D<E. 4.4.
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6 CDBJ9EE9 QFB= E<EF9@O.
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�?S CD4>F<K9E>B= D94?<;4J<< E<EF9@ D4ECB;A464A<S 8B>G@9AFB6, CB8­

89D:<64RM<I @G?PF<S;O>B6B9 D4ECB;A464A<9, D4ECB;A464A<9 F9>EFB6OI CB?9=

E?B:AB= EFDG>FGDO < F.C. ;4K4EFGR CB8IB8 CBEFDB9A<S @AB:9EF6 B5D4;B6 E<@­

6B?B6 8?S B5GK9A<S <; D94?PAOI 84AAOI ;4FDG8A9A <?< 6B6E9 A96B;@B:9A.

#B@<@B CDB5?9@, E6S;4AAOI E 8BEFGCABEFPR 8BEF4FBKAB7B >B?<K9EF64 D94?PAOI

CD<@9DB6 8B>G@9AFB6, >BFBDO9 @B7?< 5O <ECB?P;B64FPES >4> <EFBKA<> B5D4­

;B6 E<@6B?B6, ;A4K<F9?PAO@ A98BEF4F>B@ F4>:9 @B:9F S6?SFPES A98BEF4FBKA4S

D9CD9;9AF4F<6ABEFP <@9RM<IES C4>9FB6 D94?PAOI 84AAOI – > CD<@9DG, A98BEF4­

FBKAB9 CB>DOF<9 EC9J<4?PAO@< E<@6B?4@<, CGA>FG4J<9=, <?< A98BEF4FBKAB9

CB>DOF<9 <@9RM<IES D94?PAOI 84AAOI D4;?<KAO@< 64D<4AF4@< >BAF9>EFAB7B

B>DG:9A<S E<@6B?B6.

�?S D9L9A<S CB8B5AOI CDB5?9@ EGM9EF6G9F A45BD CB8IB8B6, E6S;4AAOI

E E<AF9;B@ <E>GEEF69AAOI B5GK4RM<I 6O5BDB> E<@6B?B6 (;89EP < 84?99 –

79A9D4J<S E<AF9F<K9E><I CD<@9DB6). #BF9AJ<4?PAO9 B5N9@O E<AF9F<K9E><I

6O5BDB> F9BD9F<K9E>< A9 B7D4A<K9AO [281], < F4>B= CB8IB8 B5?4849F A45BDB@

CD9<@GM9EF6, E6S;4AAOI E 5B?99 FBKAO@ >BAFDB?9@ D9CD9;9AF4F<6ABEF< B5G­

K4RM<I 84AAOI.
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E<@6B?B6 <; A9>BFBDB7B 4?H46<F4 [282—284] (E@. D<E. 4.6). &4>B= CB8IB8 8B­
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84?PA9=L9@ A974F<6AB 6?<SFP >4> A4 >4K9EF6B >?4EE<H<>4J<< BF89?PAOI E<@­

6B?B6, F4> < 6 J9?B@ A4 >4K9EF6B D4ECB;A464A<9 F9>EF4.

$<EGAB> 4.6 — #D<@9DO E<AF9;<DB64AAOI <;B5D4:9A<= 8?S B5GK9A<S E<EF9@

D4ECB;A464A<S F9>EFB6OI EFDB>.

�EF9EF69AAO@ D4;6<F<9@ CB8IB84 46FB@4F<K9E>B= 79A9D4J<< <;B5D4:9­

A<= EB E?GK4=AO@< B5D4;4@< E<@6B?B6 S6?S9FES @B8<H<>4J<S CDBJ98GDO

79A9D4J<< F4><I <;B5D4:9A<= CGF9@ 99 8BCB?A9A<S A45BDB@ CD46<? < B7D4A<K9­

A<=, D97G?<DGRM<I >BAF9>EFAB9 B>DG:9A<9 E<@6B?B6. #D<@9DB@ F4><I CD46<?

@B7GF S6?SFPES B7D4A<K9A<S A4 A4C<E4A<9 A9E>B?P><I B8<A4>B6OI E<@6B?B6
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K4S E<@6B? «CDB59?4»), ;4CD9F A4 K9D98B64A<9 ;47?46AOI < EFDBKAOI 5G>6 6

D4@>4I E?B64 < F.C.

$94?<;4J<S CB8B5AOI CD46<? CB;6B?S9F CB6OE<FP D9CD9;9AF4F<6ABEFP E<A­

F9;<DB64AAOI J9CBK9> E<@6B?B6 CB BFABL9A<R > J9?96B@G S;O>G. "8A4>B

6A98D9A<9 F4><I @B8<H<>4J<= ;A4K<F9?PAB GE?B:AS9F @9I4A<;@ 79A9D4J<< B5G­

K4RM9= 6O5BD><, 4 E?B:ABEFP A45BDB6 CD46<? @B:9F CD<69EF< > FDG8B9@>BEF<

<?< A96B;@B:ABEF< @4ELF45<DB64A<S F4>B= E<EF9@O, > CD<@9DG, E J9?PR 484C­

F4J<< 8?S 8DG7<I F<CB6 J9?96OI 8B>G@9AFB6 <?< 8?S 8DG7<I S;O>B6.

#9DEC9>F<6AO@ A4CD46?9A<9@ 6 QFB= B5?4EF< S6?S9FES <ECB?P;B64A<9 B5G­

K49@OI ;4D4A99 S;O>B6OI @B89?9= 8?S 84?PA9=L9= 79A9D4J<< E<AF9;<DB64AAOI

<;B5D4:9A<= [285; 286]. 3;O>B64S @B89?P, CD98EF46?9AA4S, > CD<@9DG, 6 6<­
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E9@4AF<K9E><I E6S;9=. %IB:9EFP E79A9D<DB64AAOI F4><@ B5D4;B@ F9>EFB6 E 9EF9­

EF69AAO@< CB;6B?S9F CB6OE<FP D9CD9;9AF4F<6ABEFP E<AF9;<DB64AAOI 6O5BDB>
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F<K9EE><I CD46<?.

%B7?4EAB Q@C<D<K9E><@ 84AAO@, >4K9EF69AAO9 I4D4>F9D<EF<>< B5GK4­
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< C4D4@9FD4@< F9I 6B;@B:AOI <E>4:9A<=, >BFBDO@ @B:9F 5OFP CB869D:9A B5­

D4;, >BFBDO= CD< Q>EC?G4F4J<< E<EF9@O 5G89F CB8464FPES A4 D4ECB;A464A<9.

&9@ E4@O@ 6B;A<>49F ;484K4 BCD989?9A<S @B89?9= <E>4:9A<= B5N9>FB6, CB8?9­

:4M<I >?4EE<H<>4J<<, CD<@9A<F9?PAB > >BA>D9FAO@ E<EF9@4@ D4ECB;A464A<S,

<?< > >BA>D9FAO@ J9?96O@ B5N9>F4@ – < IBFS 6 ?<F9D4FGD9 8BEF4FBKAB @AB7B

6A<@4A<S G89?S9FES >?4EE<H<>4J<< F4><I B5N9>FB6 >4> C9K4FAO9 E<@6B?O, 6
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C9K4F<, LFD<I->B8O EC9J<4?PAB7B 6<84, 79D5B6O9 Q?9@9AFO < F.C., 8?S >BFBDOI

;484KG E<AF9;4 B5GK4RM<I 6O5BDB> 6 J9?B@, <, 6 K4EFABEF<, CB85BD4 C4D4@9F­

DB6 <E>4:9A<= CD< 4G7@9AF4J<<, A9?P;S EK<F4FP D9L9AAB=.

%CBEB5 4G7@9AF4J<< B5D4;B6 BFF<E>B6 C9K4F9= 8?S CBEFDB9A<S

>?4EE<H<>4FBDB6 < 89F9>FBDB6

� 84AAB@ CB8D4;89?9 5G89F BC<E4A ECBEB5 79A9D4J<< < 4G7@9AF4J<< @AB­

:9EF64 <;B5D4:9A<= BFF<E>B6 >DG7?OI C9K4F9= 8?S B5GK9A<S 89F9>FBDB6 <

>?4EE<H<>4FBDB6. � C9D6GR BK9D98P E?98G9F BCD989?<FP, KFB 6 D4@>4I >BA­

>D9FAB= ;484K< CBEFDB9A<S B5GK4RM9= 6O5BD><, E?98G9F CB8D4;G@964FP CB8

F9D@<AB@ «<;B5D4:9A<9 BFF<E>4 >DG7?B= C9K4F<», < >4><@ A45BDB@ <A64D<­

4AFB6 BA< B5?484RF. "8A<@ <; BK96<8AOI 79B@9FD<K9E><I E6B=EF6 BFF<E>B6

>DG7?OI C9K4F9= S6?S9FES <A64D<4AFABEFP > CB6BDBFG 6B>DG7 E6B97B J9AFD4.

#BE>B?P>G CD< 6OCB?A9A<< BFF<E>4 C9K4F< @B7GF <ECB?P;B64FPES K9DA<?4 D4;­

?<KAB7B J69F4, BFF<E>< @B7GF B5?484FP D4;AO@< J69FB6O@< I4D4>F9D<EF<>4@<,

4 F4>:9 66<8G 897D484J<< K9DA<? <?< 66<8G A9>4K9EF69AAB7B BFF<E>4, SD>BEFP

B5D4;4 C9K4F< @B:9F 64DP<DB64FPES < 5OFP A9D46AB@9DAB=. #D<@9DO BFF<E>B6

>DG7?OI C9K4F9= CD<6989AO A4 D<E. 4.7.
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$<EGAB> 4.7 — #D<@9DO BFF<E>B6 >DG7?OI C9K4F9=.

� D4@>4I CD98?4749@B7B ECBEB54 B7D4A<K<@ES @9FB8B6 @B89?<DB64A<S

<E>4:9A<=, E6S;4AAOI E 79B@9FD<K9E><@< CD9B5D4;B64A<S@< < D4;?<K<S@< SD­

>BEF< BFF<E>B6, CD< QFB@ A9 CD<A<@4S 6B 6A<@4A<9 J69FB6B= FBA K9DA<?. �89EP

< 84?99 5G89@ EK<F4FP, KFB CD<@9D B5D4;4 BFF<E>4 >DG7?B= C9K4F< @B:AB CD<­

;A4FP >BDD9>FAO@, 9E?< 6<8AO < D4;?<K<@O A9 @9A99 75% FBK9> BFF<E>4 (F.9.

A9 5B?99 25% B5N9@4 K9DA<? C9D9EF4?< 5OFP D4;?<K<@O 6E?98EF6<9 897D484J<<

ABE<F9?S <?< A9>4K9EF69AAO@ CD<?B:9A<9@ C9K4F<).

�?S CBE?98GRM97B 4A4?<;4 EF9C9A< 6?<SA<S D4;?<KAOI @B89?<DG9@OI

<E>4:9A<= < <I >B@5<A4J<=, 66989@ CD9B5D4;B64A<S AR, AG, < AF , 789 AR –

CD9B5D4;B64A<9 6D4M9A<S, AG – 7?B54?PAB9 CD9B5D4;B64A<9 <AF9AE<6ABEF< C<>­

E9?9= < AF – @B89?<DB64A<9 ?B>4?PAB7B <;@9A9A<S >BAFD4EF4.

#D9B5D4;B64A<9 6D4M9A<S AR @B:AB ;484FP E?98GRM<@ B5D4;B@:

AR(x, y) = R(x− xc, y − yc) + (xc, yc), (4.2)

R =

[

cos θ − sin θ

sin θ cos θ

]

, (4.3)

789 θ – G7B? 6D4M9A<S, < (xc, yc) – J9AFD 6D4M9A<S.

�?S BCD989?9A<S AG CD98?4749FES <ECB?P;B64FP E?GK4=AB9 @BABFBAAB9

CD9B5D4;B64A<9 <AF9AE<6ABEF< [293] 8?S @B89?<DB64A<9 <;@9A9A<= SD>BEF< BF­

F<E>4 C9K4F<. #GEFP fj(h) – E9@9=EF6B @BABFBAAOI >GEBKAB-?<A9=AOI HGA>J<=

E <;?B@4@< 6 h = 0,∆j, 2∆j, 3∆j, . . ., 789 ∆j = 2−j < j = 0,1, . . . ,M . (GA>J<<

fj(h) B5?484RF E?98GRM<@< E6B=EF64@<:

fj(0) = fj−1(0) = 0, fj(1) = fj−1(1) = 1; (4.4)

fj(2k∆j) = fj−1(2k∆j), ∀k ∈ {0, 1, . . . , 2j−1}; (4.5)

fj((2k + 1)∆j) = r(fj(2k∆j), fj((2k + 2)∆j)), ∀k ∈ {0, 1, . . . , 2j−1 − 1}, (4.6)

789 r – B7D4A<K9AAB9 ABD@4?PAB9 D4ECD989?9A<9, F4>B9, KFB:

r(a,b) = max{µ− S,min{µ+ S,Nj}}, (4.7)
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S = ψ2(b− a), ψ2 ∈ [0, 1], (4.8)

Nj ∼ N (µ,σ2), (4.9)

µ =
b+ a

2
, σ = ψ1(b− a), ψ1 ⩾ 0, (4.10)

< 789 ψ1, ψ2, M – C4D4@9FDO 4?7BD<F@4 CBEFDB9A<S E9@9=EF64 HGA>J<=. #D<­

@9DO CBEFDB9AAOI HGA>J<= F4>B7B 6<84 CD98EF46?9AO A4 D<E. 4.8.

$<EGAB> 4.8 — #D<@9DO CBL47B6B7B CBEFDB9A<S E9@9=EF64 E?GK4=AOI @BABFBA­

AOI CD9B5D4;B64A<== <AF9AE<6ABEF< C<>E9?9=.

�?B54?PAB9 CD9B5D4;B64A<9 <AF9AE<6ABEF< C<>E9?9= F9C9DP @B:AB ;484FP

6 6<89:

AG(x,y) = fM(h(x, y)), (4.11)

789 h(x, y) ∈ [0, 1] – ;A4K9A<9 <AF9AE<6ABEF< C<>E9?S E >BBD8<A4F4@< (x, y).

�?S @B89?<DB64A<9 ?B>4?PAB7B <;@9A9A<S SD>BEF< 6E?98EF6<9 A9>4K9­

EF69AAB7B BFF<E>4 <?< 897D484J<< ABE<F9?S, CD98?4749FES <ECB?P;B64FP E?9­

8GRM<= CB8IB8, BC<D4RM<=ES A4 GK9F D4EEFBSA<S BF FBK>< CD<?B:9A<S E<?O.

#GEFP (xc, yc) – J9AFD >DG7?B= C9K4F<, r – 99 D48<GE. "CD989?<@ FBK>G CD<?B­

:9A<S E<?O (ξx, ξy):

{

ξx, ξy ∼ U[0,2r]

(ξx − xc)
2 + (ξy − yc)

2
⩽ r2

. (4.12)
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#D9B5D4;B64A<9 ?B>4?PAB7B <;@9A9A<S SD>BEF< BCD989?<@ 6 E?98GRM9@

6<89:

AF (x, y) = h(x, y) · wobj + wbg + τ, (4.13)

wobj = 1−
d

2r
, wbg = 1− wobj, (4.14)

789 h(x, y) ∈ [0, 1] – ;A4K9A<9 <AF9AE<6ABEF< C<>E9?S E >BBD8<A4F4@< (x, y), d –

�6>?<8B6B D4EEFBSA<9 @9:8G FBK>4@< (ξx, ξy) < (x, y), < τ – E?GK4=AO= LG@.

�?S 4A4?<;4 6?<SA<S BC<E4AAOI @9FB8B6 4G7@9AF4J<< B5GK4RM9= 54;O

B5D4;B6 BFF<E>B6 >DG7?OI C9K4F9=, CDB6989@ Q>EC9D<@9AF4?PAB9 <EE?98B64A<9

E <ECB?P;B64A<9@ BF>DOFB7B C4>9F4 84AAOI «SPODS» [294], >BFBDO= EB89D:<F

<;B5D4:9A<S 8B>G@9AFB6 E D4;?<KAO@< 7D4H<K9E><@< 4FD<5GF4@<, F4><@<

>4> CB8C<E<, C9K4F< < ?B7BF<CO. #D<@9DO <;B5D4:9A<= <; C4>9F4 84AAOI

«SPODS» CD98EF46?9AO A4 D<E. 4.9.

$<EGAB> 4.9 — #D<@9DO <;B5D4:9A<= 8B>G@9AFB6 <; BF>DOFB7B C4>9F4 84AAOI

«SPODS» [294].

�; BF>DOFB7B C4>9F4 84AAOI «SPODS» @B:AB 6O89?<FP 163 <;B5D4:9A<S,

E BFF<E>4@< >DG7?B= C9K4F<. �?S <EIB8AB7B @AB:9EF64 B5D4;B6 B5GK4RM9= 54;O

6O59D9@ 5 >?4EEB6 BFF<E>B6, <ECB?P;GS 158 6 >4K9EF69 F9EFB6B7B CB8@AB:9EF64.
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 AB:9EF6B <EIB8AOI B5GK4RM<I B5D4;B6, F9@ E4@O@, EBEFB<F <; 5 C9K4F9=,

CD98EF46?9AAOI A4 D<E. 4.10.

$<EGAB> 4.10 — �EIB8AB9 B5GK4RM99 @AB:9EF64 8?S 89F9>F<DB64A<S BFF<E>4

>DG7?OI C9K4F9=.

� >4K9EF69 CD<@9D4 B5GK49@B7B @9FB84 89F9>F<DB64A<S BFF<E>B6 C9K4F9=

D4EE@BFD<@ >?4EE<H<>4FBD4 <; E9@9=EF64 �<B?O < �:BAE4 – B8AB7B <; L<DB>B

<ECB?P;G9@OI CB8IB8B6 8?S D9L9A<S ;484K 89F9>F<DB64A<S < >?4EE<H<>4J<<

7D4H<K9E><I B5N9>FB6, CD<@9AS9@OI, 6 FB@ K<E?9, 8?S 4A4?<;4 BFF<E>B6 C9­

K4F9= [97; 295]. �?S >BAFDB?S >4K9EF64 89F9>F<DB64A<S 5G89@ <ECB?P;B64FP

74D@BA<K9E>B9 ED98A99 FBKABEF< < CB?ABFO 89F9>F<DB64A<S:

Fmean =
2 · Recall · Precision

Recall + Precision
, (4.15)

Recall =
TP

TP + FN
, Precision =

TP

TP + FP
, (4.16)

789 TP – >B?<K9EF6B >BDD9>FAB ;489F9>F<DB64AAOI BFF<E>B6, FP – >B?<K9EF6B

BL<5BKAB ;489F9>F<DB64AAOI BFF<E>B6, FN – >B?<K9EF6B CDBCGM9AAOI <;B5­

D4:9A<= BFF<E>B6, < 789 BFF<E> EK<F49FES ;489F9>F<DB64AAO@ >BDD9>FAB, 9E?<

A4=89AAO= CDS@BG7B?PA<>, EB89D:4M<= BFF<E> C9K4F<, A9 BF>?BAS9FES BF <E­

F<AAB7B 5B?PL9 K9@ A4 0,5 6 F9D@<A4I >BQHH<J<9AF4 �4>>4D4 (BFABL9A<9

@9:8G C9D9E9K9A<9@ < B5N98<A9A<9@ CDS@BG7B?PA<>B6).

#D< B5GK9A<< 89F9>FBD4 �<B?O < �:BAE4 FB?P>B A4 <EIB8AB@ B5GK4RM9@

@AB:9EF69 <; 5-F< B5D4;B6 (E@ D<E. 4.10), ;A4K9A<9 >4K9EF64 89F9>F<DB64A<S

EBEF46?S9F Fmean = 0,025, KFB E6<89F9?PEF6G9F B A9D9CD9;9AF4F<6ABEF< B5GK4­

RM9= 6O5BD><.

�?S 4G7@9AF4J<< <EIB8AB7B A45BD4 B5D4;B6 8?S B5GK9A<S E CD<@9A9­

A<9@ CD9B5D4;B64A<S 6D4M9A<S AR (4.2) <ECB?P;B64?<EP CB6BDBFO A4 G7?O

θj = j · π/36, 789 j = 0,1, . . . ,72. #D< B5GK9A<< 89F9>FBD4 A4 4G7@9AF<DB­

64AAB= F4><@ B5D4;B@ B5GK4RM9= 54;9 >4K9EF6B 89F9>F<DB64A<9 EBEF46<?B

Fmean = 0,947, KFB E6<89F9?PEF6G9F B ;A4K<F9?PAB@ 6?<SA<< CD9B5D4;B64A<=
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6D4M9A<S 6 @9FB84I 4G7@9AF4J<<. "8A4>B ED98< F9EFB6B7B A45BD4 B5D4;B6

EGM9EF6B64?B ;A4K<F9?PAB9 >B?<K9EF6B CD<@9DB6, A9 ;489F9>F<DB64AAOI CB?G­

K9AAO@ @9FB8B@ (E@. D<E. 4.11) 66<8G 6OEB>B= 64D<4F<6ABEF< <AF9AE<6ABEF<

C<>E9?9=.

$<EGAB> 4.11 — #D<@9DO A9;489F9>F<DB64AAOI BFF<E>B6 C9K4F9= 89F9>FBDB@,

B5GK9AAO@ A4 54;9 E 4G7@9AF4J<9= CD9B5D4;B64A<9@ 6D4M9A<S.

�?S 4G7@9AF4J<< <EIB8AB7B A45BD4 B5D4;B6 E CD<@9A9A<9@ 7?B54?PAB7B

CD9B5D4;B64A<S <AF9AE<6ABEF< C<>E9?9= AG (4.11) 5O?< <ECB?P;B64AO C4D4@9F­

DO ψ1 = 0,3, ψ2 = 0,9 < M = 15. �?S >4:8B7B <EIB8AB7B <;B5D4:9A<S 5O?<

E<AF9;<DB64AO 5 <;B5D4:9A<= E 7?B54?PAO@ CD9B5D4;B64A<9@ <AF9AE<6ABEF<.

#D< B5GK9A<< 89F9>FBD4 A4 B5GK4RM9= 54;9, 4G7@9AF<DB64AAB= FB?P>B CD9­

B5D4;B64A<9@ AG (4.11) E G>4;4AAO@< C4D4@9FD4@<, >4K9EF6B 89F9>F<DB64A<9

EBEF46<?B Fmean = 0,182. #D<@9DO, A9 ;489F9>F<DB64AAO9 F4><@ 89F9>FBDB@,

CD98EF46?9AO A4 D<E. 4.12. �?RK96B= BEB59AABEFPR QF<I CD<@9DB6 @B:AB EK<­

F4FP BFEGFEF6<9 A9>BFBDOI K4EF9= B5N9>F4 < BFEGFEF6<9 J9?BEFABEF< 7D4A<J.

$<EGAB> 4.12 — #D<@9DO A9;489F9>F<DB64AAOI BFF<E>B6 C9K4F9= 89F9>FBDB@,

B5GK9AAO@ A4 54;9 E 4G7@9AF4J<9= 7?B54?PAO@< CD9B5D4;B64A<S@< <AF9AE<6AB­

EF< C<>E9?9=.

�?S 4G7@9AF4J<< <EIB8AB7B A45BD4 B5D4;B6 E CD<@9A9A<9@ @B89?<DB64A<S

?B>4?PAB7B <;@9A9A<S SD>BEF< C<>E9?9= AF (4.13) 84AAB9 CD9B5D4;B64A<9 5O?B

CD<@9A9AB B8<A D4; 8?S >4:8B7B 6IB8AB7B <;B5D4:9A<S. #D<@9DO CB?GK9AAOI
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&45?<J4 17 — �4K9EF6B 89F9>F<DB64A<S BFF<E>B6 >DG7?OI C9K4F9= E

4G7@9AF4J<S@< < <I >B@5<A4J<S@<

Показатель Исх. AR AG AF AR,AG AR,AF AG,AF AR,AG,AM

Precision 1,000 0,986 0,889 1,000 0,949 0,993 0,909 0,969

Recall 0,013 0,911 0,101 0,044 0,943 0,924 0,127 0,987

Fmean 0,025 0,947 0,182 0,085 0,946 0,957 0,222 0,978

CD9B5D4;B64AAOI <;B5D4:9A<= CD98EF46?9AO A4 D<E. 4.13. #D< B5GK9A<< 89F9>­

FBD4 A4 B5GK4RM9= 54;9, 4G7@9AF<DB64AAB= FB?P>B CD9B5D4;B64A<9@ AF (4.13),

>4K9EF6B 89F9>F<DB64A<9 EBEF46<?B Fmean = 0,085.

$<EGAB> 4.13 — #D<@9DO <;B5D4:9A<= BFF<E>B6 C9K4F9= CBE?9 CD<@9A9A<S ?B­

>4?PAB7B CD9B5D4;B64A<S SD>BEF< C<>E9?9= AF (4.13).

�4K9EF6B 89F9>F<DB64A<S BFF<E>B6 >DG7?OI C9K4F9= CD< B5GK9A<< 89F9>­

FBD4 �<B?O < �:BAE4 E CD<@9A9A<9@ BC<E4AAOI CD9B5D4;B64A<= 4G7@9AF4J<<

< 6E9@< <I >B@5<A4J<S@<, CD98EF46?9AB 6 F45?<J9 17.

 B:AB ;4@9F<FP, KFB A4<5B?PL<= CD<DBEF >4K9EF64 89F9>F<DB64A<S

8BEF<749FES CD< B5GK9A<< 89F9>FBD4 A4 54;9 E CD<@9A9A<9@ 4G7@9AF4J<< CD9­

B5D4;B64A<9@ 6D4M9A<S AR (4.2), KFB B5NSEA<@B CD<DB8B= CD<;A4>B6 )44D4,

CD<@9AS9@OI 6 >?4EE<H<>4FBD4I < 89F9>FBD4I E9@9=EF64 �<B?O < �:BAE4.

!4<?GKL<9 >4K9EF69AAO9 CB>4;4F9?< 89F9>F<DB64A<S BFF<E>B6 C9K4F9= 8BEF<­

74RFES CD< B5GK9A<< E CD<@9A9A<9@ 6E9I FD9I CD9B5D4;B64A<= 4G7@9AF4J<<

(E@. CBE?98A<= EFB?59J F45?<JO 17).

&4><@ B5D4;B@, >4> 5O?B CB>4;4AB 6 CB8D4;89?9, CB8IB8 4G7@9AF4J<< 8?S

G69?<K9A<S B5N9@4 6O5BD>< 8?S B5GK9A<S >?4EE<H<>4FBDB6 < 89F9>FBDB6 <@9­

9F 64:AB9 ;A4K9A<9, 6 E?GK49, 9E?< 8BEF4FBKAB D9CD9;9AF4F<6AB9 B5GK4RM99

@AB:9EF6B A96B;@B:AB EBEF46<FP <; <@9RM<IES D94?PAOI 84AAOI. �4> 5O?B

CB>4;4AB A4 CD<@9D9 ;484K< 89F9>F<DB64A<S BFF<E>B6 >DG7?OI C9K4F9= A4 8B>G­

@9AF4I, A4<5B?99 6OEB>B9 >4K9EF6B B5GK49@OI >?4EE<H<>4FBDB6 < 89F9>FBDB6
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@B:AB 8BEF<K, <ECB?P;GS >B@5<A4J<< D4;?<KAOI CD9B5D4;B64A<= CD< 79A9D4­

J<< E<AF9F<K9E>B= B5GK4RM9= 54;O.
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4.3 "J9A>4 >4K9EF64 D45BFO E<EF9@ D4ECB;A464A<S

<89AF<H<>4J<BAAOI 8B>G@9AFB6

"8AB= <; A4<5B?99 64:AOI ;484K CD< D4;D45BF>9 E<EF9@O D4ECB;A464A<S

S6?S9FES B5N9>F<6A4S >B?<K9EF69AAB9 BJ9A<64A<9 D9;G?PF4FB6 D4ECB;A464A<S

F4><I E<EF9@. #D46<?PAO= 6O5BD ECBEB54 BJ9A<64A<S D9;G?PF4FB6 D4ECB;A4­

64A<S <@99F 64:AB9 ;A4K9A<9 >4> 8?S D4;D45BFK<>B6 @B5<?PAOI E<EF9@

D4ECB;A464A<S, F4> < 8?S >BA9KAOI CB?P;B64F9?9=.

 9FB8B?B7<S BJ9A>< >4K9EF64 D45BFO E<EF9@ D4ECB;A464A<S <89AF<H<­

>4J<BAAOI 8B>G@9AFB6, CD98EF46?9AA4S 6 84AAB= 7?469, ;4849FES >D<F9D<S@<

(EGMABEF<, >BFBDO9 A9B5IB8<@B BJ9A<FP), EBBF69FEF6GRM<@< CB>4;4F9?S@<

(>BA>D9FAB9 ;A4K9A<9, BCD989?S9@B9 8?S 6O5D4AAB7B >D<F9D<S) < @9FB84@ (ECB­

EB5 BCD989?9A<S EBBF69FEF6GRM97B CB>4;4F9?S).

�?RK96O@ >D<F9D<9@ D4ECB;A4RM<I E<EF9@ S6?S9FES FBKABEFP D4ECB;A4­

64A<S. !9E@BFDS A4 >4:GMGRES CDBEFBFG, 84AAO= >D<F9D<= FD95G9F 89F4?PAB7B

D4E>DOF<S. &4>, CD< BCD989?9A<< FBKABEF< D4ECB;A464A<S A9B5IB8<@B BJ9­

A<FP >4> FBKABEFP D4ECB;A464A<S F9>EFB6OI CB?9=, F4> < FBKABEFP 6O89?9A<S

7D4H<K9E>B= <AHBD@4J<< (<;B5D4:9A<S 8B>G@9AF4, HBFB7D4H<< 89D:4F9?S 8B­

>G@9AF4, CB8C<E9= < C9K4F9= CD< <I A4?<K<< < F. C.). � D4@>4I A4EFBSM9=

8<EE9DF4J<BAAB= D45BFO CB8DB5AB D4;B5D4AO G>4;4AAO9 >D<F9D<<, CD<6989AO

EBBF69FEF6GRM<9 CB>4;4F9?<, >BFBDO9 CB;6B?SRF CB?GK<FP B5N9>F<6AGR BJ9A­

>G >4K9EF64 D45BFO E<EF9@ D4ECB;A464A<S <89AF<H<>4J<BAAOI 8B>G@9AFB6.

4.3.1 "J9A>4 FBKABEF< ?B>4?<;4J<< 8B>G@9AF4

�B>4?<;4J<S 8B>G@9AF4 A4 <;B5D4:9A<< — B8<A <; C9D6OI BEAB6AOI

L47B6 ?R5B= E<EF9@O D4ECB;A464A<S 8B>G@9AF4, EGFP >BFBDB= ;4>?RK49FES 6

BCD989?9A<< >BBD8<A4F @AB7BG7B?PA<>4, B5D4@?SRM97B 8B>G@9AF.

� D4@>4I 84AAB= D45BFO D4EE@BFD<@ E?GK4=, >B784 8B>G@9AF C?BE><=,

CDS@BG7B?PAB= HBD@O E ;4D4A99 <;69EFAO@ EBBFABL9A<9@ EFBDBA, 6OCB?­

A9AAO= <; F69D8B7B @4F9D<4?4. #D< QFB@ G7?O 8B>G@9AF4 @B7GF 5OFP >4>

CDS@BG7B?PAO@<, F4> < E>DG7?9AAO@< (KFB I4D4>F9DAB 8?S 5B?PL<AEF64
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8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, EBBF69FEF6GRM<I @9:8GA4DB8AB= EC9­

J<H<>4J<< ISO). #GEFP K9FOD9IG7B?PA<> t E 69DL<A4@< (0; 0), (w − 1; 0),

(w − 1;h − 1) < (0; h − 1), 789 w – L<D<A4 8B>G@9AF4, 4 h - 6OEBF4 8B>G@9A­

F4, CDS@BG7B?PA<>, BC<EO64RM<= L45?BA 8B>G@9AF4. #GEFP A4 <EE?98G9@B@

<;B5D4:9A<< G A4E BCD989?9AO <EF<AAB9 D4ECB?B:9A<9 8B>G@9AF4 (B5B;A4­

K<@ EBBF69FEF6GRM<= K9FOD9IG7B?PA<> ;4 m), 4 F4>:9 A4=89AAB9 E CB@BMPR

D4EE@4FD<649@B7B 4?7BD<F@4 ?B>4?<;4J<< 8B>G@9AF4 (B5B;A4K<@ ;4 q). &B784

D4EEFBSA<9 @9:8G QF<@< K9FOD9IG7B?PA<>4@< @B:AB BCD989?<FP, BC<D4SEP A4

@9DG �4>>4D4 E?98GRM<@ B5D4;B@:

DJaccard (q,m) = 1−
area (q ∩m)

area (q ∪m)
.

� >4K9EF69 4?PF9DA4F<6O @B:AB D4EE@4FD<64FP F4>:9 D4EEFBSA<9 A4 54;9

@9DO �4>>4D4, 6OK<E?9AAB9 6 E<EF9@9 >BBD8<A4F <894?PAB7B D4ECB?B:9A<S

8B>G@9AF4:

Dgt
Jaccard (q,m,t) = 1−

area (Mq ∩ t)

area (Mq ∪ t)
,

789 M B5B;A4K49F 7B@B7D4H<R F4>GR, KFB Mm = t.s

!9E@BFDS A4 FB, KFB @9D4 �4>>4D4 S6?S9FES B8AB= <; A4<5B?99 K4EFB

6EFD9K4RM<IES @9D CD< BJ9A>9 >4K9EF64 ?B>4?<;4J<< 8B>G@9AF4, BA4 B5?4849F

DS8B@ A98BEF4F>B6. �B-C9D6OI, A95B?PLB9 E@9M9A<9 A4=89AAB7B K9FOD9IG7B?P­

A<>4 8B>G@9AF4 E FBK>< ;D9A<S @9DO �4>>4D4 @B:9F 5OFP <89AF<KAO@

A9CD46<?PAB A4=89AAB@G G7?G 8B>G@9AF4. 1F< BL<5>< ?B>4?<;4J<< 8B>G@9AF4

CD<AJ<C<4?PAB D4;?<KAO 8?S CBE?98GRM<I L47B6 D4ECB;A464A<S 8B>G@9AF4:

CBE?98ASS BL<5>4 CD<6989F > 7BD4;8B 5B?PL9@G «C9D9>BEG» 8B>G@9AF4 CBE?9

<ECD46?9A<S CDB9>F<6AOI <E>4:9A<=, KFB 84?99 @B:9F BFD4;<FES A4 >4K9­

EF69 D4ECB;A464A<S F9>EFB6OI CB?9= < 6O89?9A<< 7D4H<K9E>B= <AHBD@4J<<.

�B-6FBDOI, 6 EBBF69FEF6<< E BCD989?9A<9@ @9DO �4>>4D4 A9F D4;A<JO 6 @9:­

8G E@9M9A<9@ A4=89AAOI 7D4A<J A4DG:G <?< 6AGFDP, FB784 >4> 6 CBE?98A9@

E?GK49 @B:9F 5OFP CBF9DSA4 K4EFP ;A4K<@B= <AHBD@4J<<. #BQFB@G A4DS8G E

@9DB=�4>>4D4 <ECB?P;GRF 8DG7<9 ECBEB5O BJ9A>< D4EEFBSA<S @9:8G K9FOD9I­

G7B?PA<>B6, BC<D4RM<9ES A4 Q6>?<8B6B D4EEFBSA<9 @9:8G EBBF69FEF6GRM<@<

69DL<A4@< 8B>G@9AF4:

D0
corner (q,m,t) = max

i

‖ti −Hmi‖2
P (t)

,

789 H — 7B@B7D4H<S, F4>4S KFB Hq = t, 4 P (t) — ;A4K9A<9 C9D<@9FD4 L45­

?BA4 8B>G@9AF4. #D<A<@4S 6 D4EK9F, KFB K9FOD9IG7B?PA<> 8B>G@9AF4 @B:9F
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5OFP B5A4DG:9A E FBKABEFPR 8B C9D9AG@9D4J<< 69DL<A, HBD@G?4 BCD989?9A<S

D4EEFBSA<S @9:8G 86G@S K9FOD9IG7B?PA<>B6 6O7?S8<F E?98GRM<@ B5D4;B@:

D4
corner (q,m,t) = min

q(i)∈Q
D0

corner

(

q(i),m,t
)

,

789Q— @AB:9EF6B C9D9AG@9D4J<= 69DL<A {[a,b,c,d] ; [b,c,d,a] ; [c,d,a,b] ; [d,a,b,c]}.

4.3.2 "J9A>4 FBKABEF< BCD989?9A<S F<C4 8B>G@9AF4

�484K4 BCD989?9A<S F<C4 8B>G@9AF4 CD98EF46?S9F, CB EGF<, CD98EF46?S9F

EB5B= ;484KG @AB7B>?4EEB6B= >?4EE<H<>4J<<. #D< QFB@, CB E6B9= CD<DB89, ;A4­

K<@BEFP BF89?PAOI >?4EEB6 A9 6O89?S9FES. � F4>B= CBEF4AB6>9 BCF<@4?PAO@

S6?S9FES <ECB?P;B64A<9 8B?< 69DAB BCD989?9AAOI F<CB6 8B>G@9AFB6, >BFBD4S

BCD989?S9FES E?98GRM9= HBD@G?B=:

accuracy =
T

N
,

789 T – >B?<K9EF6B 69DAB >?4EE<H<J<DB64AAOI 8B>G@9AFB6, 4 N – B5M99 >B?<­

K9EF6B 8B>G@9AFB6, CB869D74?<EP >BFBDO9 >?4EE<H<J<<.

4.3.3 "J9A>4 FBKABEF< D4ECB;A464A<S F9>EFB6OI CB?9=

"J9A>4 FBKABEF< D4ECB;A464A<S F9>EFB6OI CB?9= S6?S9FES B8AB= <; E4@OI

64:AOI BJ9AB> ?R5B= D4ECB;A4RM9= E<EF9@B=. �?S E?GK4S D4ECB;A464A<S 8B­

>G@9AFB6 B8AB= <; A4<5B?99 CDBEFOI, AB 6 FB :9 6D9@S >D4=A9 CB>4;4F9?PAOI

BJ9AB>, S6?S9FES 8B?S 69DAB D4ECB;A4AAOI F9>EFB6OI CB?9= (PSR, per-string

recognition rate), 6OK<E?S9@4S E?98GRM<@ B5D4;B@:

PSR =
Lcorrect

Ltotal

,

789 Ltotal ;4849F B5M99 >B?<K9EF6B F9>EFB6OI CB?9= A4 8B>G@9AF9, 4 Lcorrect

CD98EF46?S9F EB5B= >B?<K9EF6B 69DAB D4ECB;A4AAOI CB?9= A4 <;B5D4:9A<< 8B­

>G@9AF4.



215

� DS89 E?GK496 B>4;O649FES CB?9;AO@ C9D9=F< BF CB8EK9F4 69DAB D4E­

CB;A4AAOI F9>EFB6OI CB?9= > 5B?99 89F4?PAB= BJ9A>9 69DAB D4ECB;A4AAOI

E<@6B?B6. � F4><I E?GK4SI 6 >4K9EF69 C9D6B7B L474 A9B5IB8<@B BCD989?<FP

ECBEB5 CB8EK9F4 D4EEFBSA<S @9:8G 86G@S F9>EFB6O@< EFDB>4@<. !4 CD4>F<>9

8?S QFB= J9?< L<DB>B <ECB?P;G9FES D4EEFBSA<9 �969ALF9=A4, >BFBDB9 F4>:9

6EFD9K49FES 6 ?<F9D4FGD9 >4> «D984>J<BAAB9 D4EEFBSA<9» <?< «8<EF4AJ<S D9­

84>F<DB64A<S». (4>F<K9E><, BAB BCD989?S9FES >4> @<A<@4?PAB9 >B?<K9EF6B

B8ABE<@6B?PAOI BC9D4J<= (6EF46><, G84?9A<S <?< ;4@9AO B8AB7B E<@6B?4 A4

8DG7B=), A9B5IB8<@OI 8?S CD96D4M9A<S B8AB= CBE?98B64F9?PABEF< E<@6B?B6 6

8DG7GR. &B784 8B?S 69DAB D4ECB;A4AAOI E<@6B?B6 BCD989?S9FES E?98GRM<@

B5D4;B@:

PCR = 1−

∑Ltotal

i=1 min
(

lev
(

liideal,lirecog
)

, len (liideal)
)

∑Ltotal

i−1 len (liideal)
,

789 len (liideal) – >B?<K9EF6B E<@6B?B6 6 i-B@ F9>EFB6B@ CB?9, 4 lev
(

liideal,lirecog
)

– D4EEFBSA<9 @9:8G <EF<AAO@ < D4ECB;A4AAO@ ;A4K9A<S@< 8?S i-7B F9>EFB­

6B7B CB?S.

4.3.4 "CD989?9A<9 FBKABEF< 6O89?9A<S 7D4H<K9E><I CB?9=

#B@<@B F9>EFB6B= <AHBD@4J<< 8B>G@9AFO, G8BEFB69DSRM<9 ?<KABEFP,

F4>:9 EB89D:4F 64:AO9 7D4H<K9E><9 B5?4EF<. #D<@9D4@< F4><I B5?4EF9=

S6?SRFES B5?4EFP HBFB7D4H<< 89D:4F9?S 8B>G@9AF4, B5?4EFP CB8C<E<, C9­

K4FP 6O84RM97B BD74A4 < F. C. #DB@OL?9AA4S D4ECB;A4RM4S E<EF9@4 8B?:A4

CB@<@B F9>EFB6OI 84AAOI B59EC9K<64FP 6B;6D4F ;4CD4L<649@OI 7D4H<K9­

E><I D97<BAB6. #D< QFB@ ECBEB5 ?B>4?<;4J<< F4><I 7D4H<K9E><I D97<BAB6

@B:9F 5OFP 6 A9>BFBDB@ E@OE?9 CD<@<F<6AO@ (H4>F<K9E>< «6OD9;4FP» ;4­

CD4L<649@O= D97<BA CB ;484AAO@ >BBD8<A4F4@) <?< BC<D4FPES A4 4?7BD<F@O

>B@CPRF9DAB7B ;D9A<S < @4L<AAB7B B5GK9A<S (A4CD<@9D, 6OCB?ASFP CB<E> ?<­

J4 A4 8B>G@9AF9 E CB@BMPR A9=DBE9F96OI 4?7BD<F@B6).

"L<5>< ?B>4?<;4J<< 7D4H<K9E>B= <AHBD@4J<< @B7GF CD<69EF< > E9DP9;­

AO@ CDB5?9@4@ CD< <AF97D4J<< E<EF9@ D4ECB;A464A<S 6 E?B:AO9 6OEB>BGDB6A9­

6O9 5<;A9E-CDBJ9EEO. !4CD<@9D, BL<5>4 ?B>4?<;4J<< HBFB7D4H<< 89D:4F9?S

8B>G@9AF4 @B:9F H4>F<K9E>< BEF4AB6<FP CDBJ9EE 86GIH4>FBDAB= 69D<H<>4J<<
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?<KABEF<, 6 D4@>4I >BFBDB= D4ECB;A49FES A9 FB?P>B G8BEFB69DSRM<= 8B>G@9AF,

AB < 6OCB?AS9FES ED46A9A<9 E9?H< E HBFB7D4H<9= 6 8B>G@9AF9. #BQFB@G BJ9A>4

FBKABEF< 6O89?9A<S 7D4H<K9E><I CB?9= S6?S9FES 64:AO@ >D<F9D<9@ BJ9A><

FBKABEF< D4ECB;A464A<S.

 4F9@4F<K9E>< 84AA4S ;484K4 CB?ABEFPR <89AF<KA4 ;484K9 ?B>4?<;4J<<

8B>G@9AF4 A4 <;B5D4:9A<<. �9=EF6<F9?PAB, ;484AAO9 7D4H<K9E><9 CB?S BCD9­

89?SRFES A4 L45?BA9 8B>G@9AF4 G>4;4A<9@ B5D4@?SRM97B K9FOD9IG7B?PA<>4.

�4?99 A9B5IB8<@B BJ9A<FP FBKABEFP A4IB:89A<S ;484AAOI K9FOD9IG7B?PA<>B6.

%?98B64F9?PAB, 6E9 @9FB8O BJ9A>< FBKABEF< CB<E>4 K9FOD9IG7B?PA<>4, D4EE@BF­

D9AAO9 C4D47D4H9 BJ9A>< FBKABEF< ?B>4?<;4J<< 8B>G@9AF4, CD<@9A<@O < 6

84AAB@ E?GK49.

4.3.5 "CD989?9A<9 >4K9EF64 CDB69DB> CB8?<AABEF<

"J9A>G >4K9EF64 4?7BD<F@B6 CDB69DB> CB8?<AABEF< 8B>G@9AF4 <@99F

E@OE? CDB6B8<FP <ECB?P;GS CDB5?9@AB-BD<9AF<DB64AAO= CB8IB8, F.9. BJ9A<64S

BFABE<F9?PAO9 8B?< BL<5B> C9D6B7B < 6FBDB7B DB8B6, BJ9A<64S 69DBSFABEF<

<EF<AAOI < ?B:AOI ED454FO64A<= 89F9>FBDB6 F9I <?< <AOI 4AB@4?<= A4

<;B5D4:9A<SI 8B>G@9AFB6. #B8DB5AB 6BCDBEO BJ9A>< >4K9EF64 CDB69DB> CB8­

?<AABEF< 8B>G@9AFB6 5O?< <;?B:9AO D4A99 6 7?469 2 (C4D47D4H 2.8).

�?RK96O@ 6BCDBEB@ 6 B5N9>F<6AB= BJ9A>9 ECBEB5ABEF< F9I <?< <AOI

4?7BD<F@B6 < E<EF9@ 4A4?<;4 8B>G@9AFB6 6OS6?SFP 4AB@4?<< < CDB69DSFP CB8­

?<AABEFP 8B>G@9AF4, CD98EF46?9AAB7B A4 <;B5D4:9A<< <?< CD98NS6?S9@B7B 6

6<89BCBE?98B64F9?PABEF<, S6?S9FES @B89?<DB64A<9 F<CB6 4F4>, A4 B5A4DG:9A<9

>BFBDOI A4CD46?9AO 4?7BD<F@O 4A4?<;4, < CB87BFB6>4 EC9J<4?PAOI F9EFB6OI

C4>9FB6 84AAOI 8?S B5N9>F<6AB7B ED46A9A<S D4;?<KAOI CB8IB8B6.
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4.4 #4>9FO 84AAOI 8?S BJ9A>< >4K9EF64 D45BFO E<EF9@

D4ECB;A464A<S

%<EF9@AO= CB8IB8 > BJ9A>9 >4K9EF64 D45BFO 4?7BD<F@B6 < E<EF9@

D4ECB;A464A<S B5N9>FB6 BEAB6O649FES A4 <ECB?P;B64A<< C4>9FB6 84AAOI,

CB;6B?SRM<I EHBD@<DB64FP CBA<@4A<9 79A9D4?PAB= EB6B>GCABEF< B5N9>FB6,

>BFBDO9 CD98CB?4749FES 4A4?<;<DB64FP. �4> D9;G?PF4F, EGM9EF6G9F 5B?PLB9 >B­

?<K9EF6B D4;?<KAOI C4>9FB6 84AAOI (6 A4GKAB@ EBB5M9EF69 F4>:9 <ECB?P;G9FES

F9D@<A «84F4E9F»), EBEFBSM<I <; 4AABF<DB64AAOI <;B5D4:9A<= < 6<89B>?<CB6

< EB89D:4M<I A9>BFBDO9 J9?96O9 B5N9>FO: BF89?PAO9 E<@6B?O <?< EFDB>< F9>­

EF4, ?<J4, :<6BFAO9 < F.C. � E?GK49, >B784 <AHBD@4J<S, CD98EF46?9AA4S 6 F4><I

C4>9F4I 84AAOI, A9 EB89D:<F >BAH<89AJ<4?PAOI @4F9D<4?B6, 84F4E9F @B:9F

5OFP BCG5?<>B64A 6 BF>DOFB@ 8BEFGC9, KFB CB;6B?S9F 4>F<6AB <ECB?P;B64FP

97B 6 A4GKAB@ EBB5M9EF69.

"8A4>B 8B>G@9AFO, G8BEFB69DSRM<9 ?<KABEFP, S6?SRFES BEB5O@< 6 FB@

E@OE?9, KFB BA< EB89D:4F >BAH<89AJ<4?PAGR ?<KAGR <AHBD@4J<R. 1FB EB;84­

9F E?B:ABEF< 6 A9E>B?P><I 4EC9>F4I. �B-C9D6OI, ID4A9A<9 ?R5OI C9DEBA4?PAOI

84AAOI CD98EF46?S9F G7DB;G 59;BC4EABEF< 6 E?GK49 <I GF9K><, KFB CD<6B8<F

> ;A4K<F9?PAB@G H<A4AEB6B@G GM9D5G >4> 8?S EBBF69FEF6GRM<I 6?489?PJ96

8B>G@9AFB6, F4> < 8?S EFBDBAO, BF69FEF69AAB= ;4 GF9K>G 84AAOI. �B-6FBDOI,

?R8< CBA<@4RF D<E>, E6S;4AAO= E GF9K>B=, < <I A9 F4> ?97>B G598<FP «CB­

89?<FPES» E6B<@< A4EFBSM<@< 8B>G@9AF4@< E D94?PAO@< ?<KAO@< 84AAO@<

E >9@-FB. �-FD9FP<I, A9CBED98EF69AAB H<;<K9E><= B5D4;9J 8B>G@9AF4 S6?S9F­

ES EB5EF69AABEFPR 6?489?PJ4 8B>G@9AF4, KFB EGM9EF69AAB ;4FDG8AS9F CDBJ9EE

E5BD4 84AAOI 8?S F4><I C4>9FB6. �-K9F69DFOI, B5M98BEFGCAOI B5D4;JB6 >4:­

8B7B 8B>G@9AF4, G8BEFB69DSRM97B ?<KABEFP, BK9AP @4?B, < 5B?PL<AEF6B <; A<I

;4M<M9AO ;4>BA4@< B5 46FBDE>B@ CD469, KFB 89?49F <I A9CD<7B8AO@< 8?S

<ECB?P;B64A<S 6 BF89?PAOI ;484K4I, 6 FB@ K<E?9 6 A4GKAOI <EE?98B64A<SI.

!4>BA9J, 6B @AB7<I EFD4A4I S6?S9FES A9;4>BAAO@ A9 FB?P>B D4ECDBEFD4A9A<9

C9DEBA4?PAOI 84AAOI, AB 84:9 <I E5BD < ID4A9A<9 59; EC9J<4?PAB7B D4;D9­

L9A<S.

�4> E?98EF6<9, IBFS 6 BF>DOFB@ 8BEFGC9 EGM9EF6GRF A9E>B?P>B C4>9FB6

84AAOI, EB89D:4M<I <;B5D4:9A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP (>

CD<@9DG, K4EFP C4>9F4 84AAOI SmartDoc [72] <?< C4>9F 84AAOI E 8B>G@9AF4­
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@< �D4;<?<< BID Dataset [113]), <I D9CD9;9AF4F<6ABEFP A4 E97B8ASLA<= 89AP

BEF46?S9F :9?4FP ?GKL97B. � A4EFBSM9= D45BF9 CD98EF46?9A <;?B:9A E<EF9@­

AO= CB8IB8 > EB;84A<R F4><I C4>9FB6 84AAOI, 4 F4>:9 CD<6989AB BC<E4A<9

>BA>D9FAOI BF>DOFOI C4>9FB6 84AAOI, CD98A4;A4K9AAOI 8?S <ECB?P;B64A<S 6

D4@>4I ;484K D4ECB;A464A<S 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP:

– C4>9F 84AAOI MIDV-500 [207], EHBD@<DB64AAO= A4 54;9 BF>DOFOI

CD<@9DB6, CD98EF46?SRM<= EB5B= >B??9>J<R 8B>G@9AFB6, EASFOI 6

EF4A84DFAOI GE?B6<SI;

– C4>9F 84AAOI MIDV-2019 [208], EHBD@<DB64AAO= A4 54;9 BF>DOFOI CD<­

@9DB6, CD98EF46?SRM<= EB5B= D4EL<D9A<9 C4>9F4 84AAOI MIDV-500 6

K4EF< GE?B6<= EN9@>< 8B>G@9AFB6;

– C4>9F 84AAOI MIDV-2020 [296], EB89D:4M<= CB?ABEFPR E<AF9F<K9E><9

84AAO9, CD98EF46?SRM<= EB5B= CB?ABEFPR B5L<DAGR >B??9>J<R >?<­

CB6, HBFB7D4H<= < E>4AB6 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP,

EASFOI 6 D4;?<KAOI GE?B6<SI;

– C4>9F 84AAOI MIDV-LAIT [297], EB89D:4M<= E<AF9F<K9E><9 84AAO9,

CD98A4;A4K9AAO= 8?S <ECB?P;B64A<S 6 ;484K4I D4ECB;A464A<S 8B>G­

@9AFB6, EB89D:4M<I F9>EFB6O9 CB?S, 6OCB?A9AAO9 E <ECB?P;B64A<9@

C9DE<8E>B-4D45E>B=, F4=E>B= < <A8<=E>B= C<EP@9AABEFPR;

– C4>9F 84AAOI MIDV-Holo, EB89D:4M<= 6<89BCBE?98B64F9?PABEF< <E­

>GEEF69AAB EB;84AAOI 8B>G@9AFB6 E C?9ABKAO@< 8<HD4>J<BAAO@<

BCF<K9E><@< Q?9@9AF4@< ;4M<FO, CD98A4;A4K9AAO= 8?S BJ9A>< 4?­

7BD<F@B6 4A4?<;4 Q?9@9AFB6 ;4M<FO 8B>G@9AFB6, <;@9ASRM<I E6B<

BCF<K9E><9 I4D4>F9D<EF<>< 6 6<89BCBFB>9;

– C4>9F 84AAOI DLC-2021 [298], EB89D:4M<= @B89?< 4F4> A4 CD98NS6­

?9A<9 8B>G@9AFB6, 6>?RK4S E?GK4< CD98NS6?9A<S J69FAB= A9?4@<A<­

DB64AAB= >BC<< 8B>G@9AF4, CB?GFBAB6B= >BC<< 8B>G@9AF4, < EN9@><

<;B5D4:9A<S 8B>G@9AF4 E Q>D4A4.

4.4.1 #4>9F 84AAOI MIDV-500

�?S HBD@<DB64A<S C4>9F4 84AAOI MIDV-500 <ECB?P;B64?BEP 50 D4;?<K­

AOI F<CB6 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP: 17 6<8B6 <89AF<H<>4J<BA­
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&45?<J4 18 — 'E?B6<S EN9@>< < EBBF69FEF6GRM<9 <89AF<H<>4FBD4 >?<­

CB6 6 C4>9F9 84AAOI MIDV-500

Идентификатор Описание условий съемки

TS, TA

«На столе» – простейший случай, документ лежит на столе од-

нородной текстуры, снято с использованием Samsung Galaxy S3

(GT-I9300) и Apple iPhone 5 соответственно

KS, KA

«На клавиатуре» – документ лежит на клавиатуре, что ослож-

няет детекцию прямолинейных границ, снято с использованием

Samsung Galaxy S3 (GT-I9300) и Apple iPhone 5 соответственно

HS, HA
«В руках» – документ держится руками, снято с использованием

Samsung Galaxy S3 (GT-I9300) и Apple iPhone 5 соответственно

PS, PA

«Частично виден» – на отдельных кадрах часть документа

или весь документ целиком не видны, снято с использованием

Samsung Galaxy S3 (GT-I9300) и Apple iPhone 5 соответственно

CS, CA

«Помехи» – сцена съемки помимо самого документа содержит

большое количество посторонних элементов, снято с исполь-

зованием Samsung Galaxy S3 (GT-I9300) и Apple iPhone 5

соответственно

AOI (ID) >4DF, 14 6<8B6 C4ECBDFB6, 13 6<8B6 6B8<F9?PE><I G8BEFB69D9A<= <

6 8DG7<I F<CB6.

!4 D<EGA>9 4.14 CD<6989AO CD<@9DO BF89?PAOI >48DB6, CD98EF46?9AAOI

6 CD98EF46?9AAB@ C4>9F9 84AAOI, EASFO9 CD< D4;?<KAOI GE?B6<SI.

$<EGAB> 4.14 — #D<@9DO BF89?PAOI >48DB6 8?S 5 D4;?<KAOI GE?B6<= (E?964

A4CD46B): A4 EFB?9, A4 >?46<4FGD9, 6 DG>4I, K4EF<KAB 6<89A, CB@9I<.
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&4><@ B5D4;B@, C4>9F 84AAOI MIDV-500 EBEFB<F <; 500 >?<CB6, CD<K9@

CDB8B?:<F9?PABEFP >4:8B7B EBEF46?S?4 A9 @9A99 3 E9>GA8. #9D6O9 3 E9>GA8O

>4:8B7B >?<C4 5O?< D4E>48DB64AO E K4EFBFB= 10 >48DB6 6 E9>GA8G, KFB CD<­

69?B 6 <FB79 > EB;84A<R 15 000 >48DB6. �4:8O= >48D B5?484? D4;D9L9A<9@

1080×1920 C<>E9?9=.

�4:8O= >48D 5O? 4AABF<DB64A 6DGKAGR CGF9@ G>4;4A<S >BBD8<A4F G7?B6

8B>G@9AF4. �E?< G7?O 8B>G@9AF4 A9 6<8AO A4 >48D9, EBBF69FEF6GRM4S >BBD8<­

A4FA4S FBK>4 Q>EFD4CB?<DG9FES ;4 CD989?O >48D4 (9E?< 8B>G@9AF 6BB5M9 A9

6<89A A4 >48D9, 6E9 K9FOD9 FBK>< 5G8GF ?9:4FP ;4 7D4A<J4@< >48D4). (BD@4F

4AABF<DB64A<S CD<6989A A4 D<EGA>9 4.15.

{

"quad": [ [0, 0], [111, 0],

[111, 222], [0, 222] ]

}

$<EGAB> 4.15 — (BD@4F 4AABF<DB64A<S >4:8B7B >48D4 6 C4>9F9 84AAOI

MIDV-500

�DB@9 FB7B, 8?S >4:8B7B 8B>G@9AF4 5O?B F4>:9 CDB6989AB 6DGKAGR 4A­

ABF<DB64A<9 E G>4;4A<9@ >BBD8<A4F F9>EFB6OI < 7D4H<K9E><I CB?9=, 4 F4>:9

<EF<AAO@ ;A4K9A<9@ 6E9I <@9RM<IES CB?9=. (BD@4F 4AABF<DB64A<S CD<6989A

A4 D<EGA>9 4.16.

�E97B 6 C4>9F9 84AAOI 5O?B D4;@9K9AB 48 B5?4EF9= E HBFB7D4H<9= 89D:4­

F9?S 8B>G@9AF4, 40 B5?4EF9= E CB8C<EPR < 546 F9>EFB6OI CB?9=. #B@<@B CB?9=,

A4C<E4AAOI ?4F<AE><@< 5G>64@< E 8<4>D<F<K9E><@< ;A4>4@<, C4>9F 84AAOI

EB89D:<F CB?S, A4C<E4AAO9 ><D<??<J9=, 4 F4>:9 E <ECB?P;B64A<9@ 7D9K9E>B7B,

><F4=E>B7B, SCBAE>B7B, 4D45E>B7B < C9DE<8E>B7B 4?H46<FB6.

4.4.2 #4>9F 84AAOI MIDV-2019

�4> < 6 E?GK49 E C4>9FB@ 84AAOI MIDV-500, AB6O= C4>9F 84AAOI

MIDV-2019, EB89D:<F 6<89B>?<CO 50 D4;?<KAOI F<CB6 8B>G@9AFB6, G8BEFB­

69DSRM<I ?<KABEFP, 6>?RK4S 17 G8BEFB69D9A<= ?<KABEF<, 14 C4ECBDFB6, 13
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{

"field01": {

"value": "Erika",

"quad": [ [983, 450], [1328, 450],

[1328, 533], [983, 533] ]

},

"photo": {

"quad": [ [78, 512], [833, 512],

[833, 1448], [78, 1448] ]

}

}

$<EGAB> 4.16 — (BD@4F 4AABF<DB64A<S 8B>G@9AF4 6 C4>9F9 84AAOI MIDV-500

&45?<J4 19 — !B6O9 GE?B6<S EN9@>< < EBBF69FEF6GRM<9 <89AF<H<>4FBDO

8BCB?A<F9?PAOI >?<CB6 6 C4>9F 84AAOI MIDV-2019

Идентификатор Описание условий съемки

DG, DX

«Перекошенный» – документ снят при сильной проективном ис-

кажении с использованием Samsung Galaxy S10 (SM-G973F/DS)

и Apple iPhone XS Max соответственно

LG, LX

«Слабое освещение» – документ снят в условиях слабого осве-

щения с использованием Samsung Galaxy S10 (SM-G973F/DS) и

Apple iPhone XS Max соответственно

6B8<F9?PE><I G8BEFB69D9A<= < 6 8DG7<I F<CB6 8B>G@9AFB6. &9 :9 E4@O9 5G­

@4:AO9 B5D4;JO, >BFBDO9 <ECB?P;B64?<EP 6 >4K9EF69 <EFBKA<>4 C4>9F4 84AAOI

MIDV-500, F4>:9 <ECB?P;B64?<EP 8?S EB;84A<S C4>9F4 84AAOI MIDV-2019. �?S

>4:8B7B D4EC9K4F4AAB7B 8B>G@9AF4 5O?< EASFO 6<89B>?<CO 6 86GI AB6OI GE?B­

6<SI EN9@>< E <ECB?P;B64A<9@ 86GI @B5<?PAOI GEFDB=EF6. &4><@ B5D4;B@, 5O?B

CB?GK9AB CB 4 AB6OI 6<89B>?<C4 A4 >4:8O= 8B>G@9AF (6E97B 200 AB6OI 6<89B­

HD47@9AFB6). !B6O9 <89AF<H<>4FBDO >?<CB6 BC<E4AO 6 F45?<J9 19. "5D4;JO

<;B5D4:9A<= 8B546?9AAOI GE?B6<= CD98EF46?9AO A4 D<EGA>9 4.17.

"C<L9@ 89F4?PA99 A9B5IB8<@BEFP EN9@>< 8B>G@9AFB6 6 AB6OI GE?B6<­

SI. !4KA9@ E GE?B6<= «#9D9>BL9AAO=», CD< >BFBDB@ 8B>G@9AFO EA<@4?<EP E

E<?PAO@< CDB9>F<6AO@< <E>4:9A<S@<. &D95B64A<9 > E<EF9@4@ D4ECB;A464A<S

8B>G@9AFB6 D45BF4FP 6 A9>BAFDB?<DG9@B@ D9:<@9 <AB784 CD<6B8<F > FB@G, KFB
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CB?P;B64F9?< H<>E<DGRF 8B>G@9AFO E 5B?PL<@< CDB9>F<6AO@< <E>4:9A<S@<

— A4CD<@9D, KFB5O <;59:4FP 5?<>B6 A4 BFD4:4RM<I CB69DIABEFSI 8B>G@9AF4.

)BFS @9FB8O, 6OCB?ASRM<9 ?B>4?<;4J<R 8B>G@9AF4, COF4RFES <ECD46<FP <;B5­

D4:9A<9 8B>G@9AF4 C9D98 B5D45BF>B=, A9B5IB8<@B <@9FP CD46<?PAO9 CD<@9DO

EBBF69FEF6GRM<I <;B5D4:9A<= 8B>G@9AFB6 6 C4>9F4I 84AAOI, KFB5O B5N9>F<6­

AB BJ9A<FP CD<@9A<@BEFP F4><I @9FB8B6 ?B>4?<;4J<< 8B>G@9AFB6.

$<EGAB> 4.17 — #D<@9DO <;B5D4:9A<= 8B>G@9AFB6, EASFOI CD< AB6OI GE?B6<­

SI EN9@>< 6 C4>9F 84AAOI MIDV-2019: «C9D9>BL9AAO9» E?964 < EASFO9 CD<

«E?45B@ BE69M9A<<» – ECD464.

�B 6FBDB= C4DF<< AB6OI >?<CB6 BFABESFES >?<CO, EASFO9 6 GE?B6<SI

E?45B7B BE69M9A<S, 59; <ECB?P;B64A<S 6ECOL><. � >4K9EF69 CD4>F<K9E>< 64:­

AB7B E?GK4S <ECB?P;B64A<S CB8B5AOI GE?B6<= EN9@>< @B:AB CD<69EF< CD<@9D

D4ECB;A464A<S G8BEFB69DSRM<I 8B>G@9AFB6 C4EE4:<DB6 6 CB9;84I 84?PA97B

E?98B64A<S CDB6B8A<>4@<. !4 CB?GK9AAOI F4><@ B5D4;B@ <;B5D4:9A<SI 8B­

>G@9AFB6 F9>EF CB-CD9:A9@G 6<89A < @B:9F 5OFP D4;?<K<@ K9?B69>B@, B8A4>B

OCR-E<EF9@O A9 6E9784 GEC9LAB ECD46?SRFES E QFB= ;484K9=. #D<@9DO <;B5D4­

:9A<= F9>EFB6OI CB?9=, 6OD9;4AAOI <; BF89?PAOI >48DB6, EASFOI 6 GE?B6<SI

A<;>B= BE69M9AABEF<, CD98EF46?9AO A4 D<EGA>9 4.18.

�E9 >?<CO EASFO 6 D4;D9L9A<< Ultra HD (2160x3840 C<>E9?9=) CDB8B?­

:<F9?PABEFPR A9 @9A99 3 E9>GA8. �BCB?A<F9?PAB C9D6O9 3 E9>GA8O >4:8B7B

>?<C4 5O?< D4E>48DB64AO E K4EFBFB= 10 >48DB6 6 E9>GA8G. �4> < 6 C4>9F9

84AAOI MIDV-500, 8?S >4:8B7B D4E>48DB64AAB7B <;B5D4:9A<S 6DGKAGR 5O?B

6OCB?A9AB 4AABF<DB64A<9.
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$<EGAB> 4.18 — #D<@9DO F9>EFB6OI CB?9=, 6OD9;4AAO9 <; >?<CB6, EASFOI 6

GE?B6<SI «%?45B9 BE69M9A<9».

4.4.3 #4>9F 84AAOI MIDV-2020

#4>9F 84AAOI MIDV-2020 54;<DG9FES A4 10 F<C4I 8B>G@9AFB6, >BFBDO9

<ECB?P;B64?<EP 6 D4A99 BC<E4AAOI C4>9F4I 84AAOI MIDV-500 < MIDV-2019.

!B, 6 BF?<K<< BF A<I, C4>9F 84AAOI MIDV-2020 EF46<F E6B9= J9?PR ;484KG

B59EC9K9A<S 64D<4F<6ABEF< F9>EFB6OI CB?9=, ?<J < CB8C<E9= CD< EBID4A9A<<

D94?<EF<KABEF< A45BD4 84AAOI.

�<8O 8B>G@9AFB6, G8BEFB69DSRM<I ?<KABEFP, C4>9F4 84AAOI MIDV-2020,

C9D9K<E?9AO 6 F45?<J9 20. �?S >4:8B7B <; 10 F<CB6 8B>G@9AFB6, CD98EF46?9A­

AOI 6 C4>9F9 84AAOI, 5O?B EB;84AB CB 100 B5D4;JB6 8B>G@9AFB6.

�?S EB;84A<S GA<>4?PAOI B5D4;JB6 8B>G@9AFB6 <EIB8AO9 B5D4;JO <;B5­

D4:9A<=, CB?GK9AAO9 <; �<><E>?484 (Wikimedia Commons, B5M99 J9AFD4?<;B­

64AAB9 6<DFG4?PAB9 ID4A<?<M9 8?S <;B5D4:9A<=, ;6G>B;4C<E9=, 6<89BDB?<>B6

< 8DG7<I @G?PF<@98<=AOI H4=?B6, 6>?RK49@OI 6 EFD4A<JO CDB9>FB6 (BA84

�<><@98<4, >BFBDO9 @B:AB E6B5B8AB D4ECDBEFD4ASFP, <;@9ASFP < <ECB?P;B­

64FP 6 ?R5OI J9?SI, 6 FB@ K<E?9 < ;4 CD989?4@< CDB9>FB6 �<><@98<4)

5O?< <ECB?P;B64?< F9 :9 <EIB8AO9 <;B5D4:9A<S, KFB < CD< EB;84A<< C4>9F4

MIDV-500, >BFBDO9 6CBE?98EF6<< 5O?< E CB@BMPR HBFBD984>FBDB6 «BK<M9AO»

BF C9DEBA4?PAOI 84AAOI (H4@<?<S, <@S, AB@9D 8B>G@9AF4 < F. C.) CB8C<E9=
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&45?<J4 20 — &<CO 8B>G@9AFB6 6 C4>9F9 84AAOI MIDV-2020

№ Код типа документа Описание Код PRADO Код MIDV-500

1 alb_id

Идентификационный

документ

Албании

ALB-BO-01001 01

2 aze_passport

Паспорт

Азербай-

джана

AZE-AO-02002 05

3 esp_id

Идентификационный

документ

Испании

ESP-BO-03001 21

4 est_id

Идентификационный

документ

Эстонии

EST-BO-03001 22

5 fin_id

Идентификационный

документ

Финлян-

дии

FIN-BO-06001 24

6 grc_passport Паспорт Греции GRC-AO-03003 25

7 lva_passport Паспорт Латвии LVA-AO-01004 32

8 rus_internalpassport Внутренний паспорт РФ — 39

9 srb_passport Паспорт Сербии SRB-AO-01001 41

10 svk_id

Идентификационный

документ

Словакии

SVK-BO-05001 42

< C9DEBA4?PAOI HBFB7D4H<=. �4F9@ AB6O9 E79A9D<DB64AAO9 ;A4K9A<S F4><I

C9DEBA4?PAOI 84AAOI 5O?< 8B546?9AO > <;B5D4:9A<S@ E <ECB?P;B64A<9@

A4K9DF4A<S LD<HF4 CBIB:97B A4 <EIB8AO= LD<HF B5D4;J4 8B>G@9AF4. �B­

CB?A<F9?PAB 8?S >4:8B7B 8B>G@9AF4 5O?4 E79A9D<DB64A4 H<>F<6A4S CB8C<EP,

BF84?9AAB A4CB@<A4RM4S A4C<E4A<9 H4@<?<<, 4 F4>:9 E79A9D<DB64AB GA<>4?P­

AB9 <;B5D4:9A<9 ?<J4.

�A4K9A<S F4><I CB?9= >4> CB?, 84F4 DB:89A<S, 84F4 6O84K< < EDB>

89=EF6<S 8B>G@9AF4 5O?< E79A9D<DB64AO 6 EBBF69FEF6<< EB EC9J<H<>B= EFD4A­

Q@<F9AFB6 < ;484AAO@ D4ECD989?9A<9@ 6B;D4EFAOI < 79A89DAOI C4D4@9FDB6:

– 80% 8B>G@9AFB6 EBBF69FEF6GRF 6;DBE?O@ 6?489?PJ4@ (6 6B;D4EF9 BF 18

8B 60 ?9F), 10% 8B>G@9AFB6 EBBF69FEF6GRF CB:<?O@ ?R8S@ (6 6B;D4EF9

BF 60 8B 80 ?9F) < 10% – 89FS@ < CB8DBEF>4@ (8B 17 ?9F) 6 ;46<E<@BEF<
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BF @<A<@4?PAB7B 6B;D4EF4, 8BCGEF<@B7B 6 EBBF69FEF6<< EB EC9J<H<>B=

F<C4 8B>G@9AF4;

– 79A89DAB9 D4ECD989?9A<9 5O?B D46AB@9DAO@: 50% E79A9D<DB64AAOI 8B­

>G@9AFB6 EBBF69FEF6GRF :9AM<A4@, 4 BEF46L<9ES 50% – @G:K<A4@.

�@9A4 < 48D9E4 5O?< E79A9D<DB64AO E <ECB?P;B64A<9@ 54; 84AAOI <@9A

< CD<@9DB6 48D9EB6, 8BEFGCAOI 6 �AF9DA9F9, E <ECB?P;B64A<9@ EC<E>B6 <@9A 6

�<><C98<< [299] < BA?4=A-79A9D4FBDB6 <@9A [300].

�E>GEEF69AAB E79A9D<DB64AAO9 <;B5D4:9A<S ?<J 5O?< 6OCB?A9AO E CB­

@BMPR E9D6<E4 Generated Photos [301], >BFBDO= 6 E6BR BK9D98P <ECB?P;G9F

79A9D4F<6AB-EBEFS;4F9?PAGR A9=DBAAGR E9FP StyleGAN [302] 6 >4K9EF69 <AEFDG­

@9AF4 8?S EB;84A<S <E>GEEF69AAOI <;B5D4:9A<= ?<J4. �;B5D4:9A<S 89?4?<EP

?<5B 6 J69F9, ?<5B 6 BFF9A>4I E9DB7B, 6 ;46<E<@BEF< BF J9?96B7B F<C4 8B>G@9AF4.

%A<@>< CB85<D4?<EP E GK9FB@ 6B;D4EF4 89D:4F9?S.

#B?GK9AAO9 <;B5D4:9A<S L45?BAB6 EBID4A9AO 6 <EIB8AB@ D4;D9L9A<< <

8BEFGCAO 6 H4=?9 «templates.tar». � B5M9= E?B:ABEF<, H4=? «templates.tar»

EB89D:<F 1000 <;B5D4:9A<= E79A9D<DB64AAOI BC<E4AAO@ B5D4;B@ GA<>4?PAOI

8B>G@9AFB6. !4 D<EGA>9 4.19 CD98EF46?9A CD<@9D E79A9D<DB64AAB7B <;B5D4:9­

A<S.

$<EGAB> 4.19 — #D<@9D E79A9D<DB64AAB7B 8B>G@9AF4 6 C4>9F9 84AAOI

MIDV-2020 (<;B5D4:9A<9 alb_id/00).

�?S >4:8B7B E79A9D<DB64AAB7B <;B5D4:9A<S 8B>G@9AF4 CB87BFB6?9A EBBF­

69FEF6GRM<= H4=? 4AABF4J<< 6 HBD@4F9 JSON, 6OCB?A9AAO= E CB@BMPR VGG

Image Annotator v2.0.11 [303]. !4 D<EGA>9 4.20 CD<6989A CD<@9D 4AABF4J<< E79­

A9D<DB64AAB7B <;B5D4:9A<S 8B>G@9AF4. �?S >4:8B7B <;B5D4:9A<S 4AABF4J<S
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6>?RK49F 6 E95S CDS@BG7B?PAO9 B7D4A<K<64RM<9 D4@>< HBFB7D4H<< 6?489?P­

J4 8B>G@9AF4 («HBFB7D4H<S»), B7D4A<K<64RMGR D4@>G B64?4 ?<J4 («?<JB»),

B7D4A<K<64RMGR D4@>G CB?S CB8C<E< («CB8C<EP») < CDS@BG7B?PA<><, EBBF69F­

EF6GRM<9 CB;<J<S@ F9>EFB6OI CB?9=. �?S >4:8B7B F9>EFB6B7B CB?S G>4;4AB 97B

FBKAB9 ;A4K9A<9. �9DIASS < A<:ASS 7D4A<JO CDS@BG7B?PA<>4 F9>EFB6B7B CB?S

EBBF69FEF6GRF 69DIA9= < A<:A9= 54;B6B= ?<A<< EBBF69FEF69AAB. �DB@9 FB7B,

8?S >4:8B7B F9>EFB6B7B CB?S CD98BEF46?S9FES 8BCB?A<F9?PA4S <AHBD@4J<S,

G>4;O64RM4S, EB89D:<F ?< CB?9 EFDBKAO9 5G>6O, 4 F4>:9 ?<F9DO E A<:A<@

<?< 69DIA<@< 6OABEAO@< Q?9@9AF4@<. !4>BA9J, 8?S F<CB6 8B>G@9AFB6, 6 >BFB­

DOI CD<EGFEF6G9F 69DF<>4?PAB BD<9AF<DB64AAO9 F9>EFB6O9 CB?S, CD98GE@BFD9A

8BCB?A<F9?PAO= 4FD<5GF BD<9AF4J<<, G>4;O64RM<= G7B? CB6BDBF4 CB?S CDBF<6

K4EB6B= EFD9?><, 6OD4:9AAO= 6 7D48GE4I.

$<EGAB> 4.20 — #D<@9D 4AABF4J<< E79A9D<DB64AAB7B <;B5D4:9A<S 8B>G@9AF4.

1 – HBFB7D4H<S ?<J4 89D:4F9?S 8B>G@9AF4, 2 – CB8C<EP, 3–13 – ;A4K<@O9 F9>­

EFB6O9 D9>6<;<FO, 14 – B>4=@?SRM<= CDS@BG7B?PA<> B64?4 ?<J4.

#B87BFB6?9AAO9 F4><@ B5D4;B@ <;B5D4:9A<S-L45?BAO D4EC9K4FO64?<EP

A4 7?SAJ96B= HBFB5G@479, ?4@<A<DB64?<EP < B5D9;4?<EP 6 EBBF69FEF6<< EB

EC9J<H<>B= F<C4 8B>G@9AF4. #D< A9B5IB8<@BEF<, G7?O 8B>G@9AF4 ;4>DG7?S­

?<EP E CB@BMPR 4-@<??<@9FDB6B7B E>DG7?<F9?S G7?B6. �4?99 <;7BFB6?9AAO9

5G@4:AO9 B5D4;JO E79A9D<DB64AAOI 8B>G@9AFB6 <ECB?P;B64?<EP 8?S EB;84A<S

E>4AB6, HBFB7D4H<= < 6<89B>?<CB6 8B>G@9AFB6.

%>4AO 8B>G@9AFB6 �4:8O= B5D4;9J 5G@4:AB7B 8B>G@9AF4 5O? BFE>4A<­

DB64A E CB@BMPR E>4A9DB6 Canon LiDE 220 < Canon LiDE 300 6 «CDS@B@» <
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«CB69DAGFB@» A4 A9>BFBDO= CDB<;6B?PAO= G7B? D9:<@4I. �E9 BFE>4A<DB64A­

AO9 <;B5D4:9A<S <@9RF D4;D9L9A<9 2480 × 3507 C<>E9?9=.

"FE>4A<DB64AAO9 <;B5D4:9A<S 5O?< C9D6BA4K4?PAB EBID4A9AO 6 HBD@4­

F9 TIFF, 4 ;4F9@ CD9B5D4;B64AO 6 JPEG E <ECB?P;B64A<9@ ImageMagick 7.0.11

E C4D4@9FD4@< E:4F<S CB G@B?K4A<R. %BBF69FEF6GRM<9 <;B5D4:9A<S 6 HBD­

@4F9 JPEG, 6>?RK4S <I 4AABF4J<<, D4;@9M9AO 6 C4>9F9 84AAOI 6 4DI<64I

«scan_upright.tar» < «scan_rotated.tar». "D<7<A4?O <;B5D4:9A<= 6 HBD@4F9

TIFF D4;@9M9AO 6 4DI<64I «scan_upright_tif.tar» < «scan_rotated_tif.tar».

�E97B <@99FES 1000 «CDS@OI» E>4AB6 < 1000 «CB69DAGFOI» E>4AB6. �@9A4 BF­

E>4A<DB64AAOI <;B5D4:9A<= EBBF69FEF6GRF <@9A4@ L45?BAAB7B <;B5D4:9A<S,

<; >BFBDB7B 5O? EB;84A EBBF69FEF6GRM<= 5G@4:AO= 8B>G@9AF.

�AABF4J<< > BFE>4A<DB64AAO@ <;B5D4:9A<S@ CD98BEF46?SRFES 6 HBD@4­

F9 JSON, 6OCB?A9AAO@ E CB@BMPR VGG Image Annotator v2.0.11, < EB89D:4F

B7D4A<K<64RM<9 D4@>< B64?4 ?<J4 (BF@9K9AO @9F>B= «face») < K9FOD9IG7B?P­

A<>4 8B>G@9AF4 (BF@9K9AO @9F>B= «doc_quad»). #9D64S 69DL<A4 K9FOD9I­

G7B?PA<>4 6E9784 EBBF69FEF6G9F 69DIA9@G ?96B@G G7?G H<;<K9E>B7B 8B>G@9AF4,

4 BEF4?PAO9 69DL<AO D4ECB?474RFES CB K4EB6B= EFD9?>9.

(BFB7D4H<< 8B>G@9AFB6 �?S >4:8B7B H<;<K9E>B7B B5D4;J4 8B>G@9AF4 5O­

?4 E89?4A4 HBFB7D4H<S 6 D4;?<KAOI GE?B6<SI < A4 864 E@4DFHBA4. #B?B6<A4

HBFB7D4H<= 5O?4 E89?4A4 E CB@BMPR Apple iPhone XR, 4 8DG74S CB?B6<A4 –

E CB@BMPR Samsung S10. #D< ;4I64F9 <;B5D4:9A<= 5O?< <ECB?P;B64AO E?98G­

RM<9 GE?B6<S EN9@><:

– GE?B6<S A<;>B= BE69M9AABEF< (CB 20 8B>G@9AFB6 >4:8B7B F<C4);

– <ECB?P;B64A<9 >?46<4FGDO 6 >4K9EF69 HBA4 (CB 10 8B>G@9AFB6 >4:8B7B

F<C4);

– 9EF9EF69AAB9 BE69M9A<9, HBFB7D4H<DB64A<9 8B>G@9AF4 A4 G?<J9 (CB 10

8B>G@9AFB6 >4:8B7B 6<84);

– <ECB?P;B64A<9 C<EP@9AAB7B EFB?4 6 >4K9EF69 HBA4 (CB 10 8B>G@9AFB6

>4:8B7B F<C4);

– <ECB?P;B64A<9 F>4A< D4;?<KAB= H4>FGDO 6 >4K9EF69 HBA4 (CB 10 8B>G­

@9AFB6 >4:8B7B 6<84);

– <ECB?P;B64A<9 5<;A9E-8B>G@9AFB6 6 >4K9EF69 HBA4 (CB 10 8B>G@9AFB6

>4:8B7B F<C4);
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– E<?PAO9 CDB9>F<6AO9 <E>4:9A<S 8B>G@9AF4 6 @B@9AF EN9@>< (CB 20

8B>G@9AFB6 >4:8B7B 6<84);

– A4?<K<9 ;4E69FB6 BF EB?AJ4 <?< ?4@CO, >BFBDO9 E>DO64RF K4EFP доку-

мента (по 10 документов каждого типа).

На рисунке 4.21 представлены примеры фотографий документов, снятых

при причисленных выше условиях.

Рисунок 4.21 — Примеры фотографий документов в пакете данных MIDV-2020:

(a) условия низкой освещенности; (b) использование клавиатуры в качестве

фона; (c) естественное освещение, фотографирование документа на улице; (d)

использование письменного стола в качестве фона; (e) использование ткани

различной фактуры в качестве фона; (f) использование бизнес-документов в ка-

честве фона; (g) сильные проективные искажения документа в момент съемки;

(h) наличие засветов от солнца или лампы, которые скрывают часть документа.

Все фотографии сохранены в формате JPEG и имеют разрешение 2268

× 4032 пикселей. Непосредственно изображения с соответствующими аннота-
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циями расположены в архиве «photo.tar» пакета данных MIDV-2020. Имена

изображений соответствуют именам шаблона, из которого был создан физиче-

ский документ. Всего 1000 фотографий. Формат аннотаций использовался тот

же, что и для аннотирования сканов.

�<89B>?<CO 8B>G@9AFB6 Для каждого образца документа был снят ви-

деоклип с использованием того же распределения условий съемки, что и для

фотографий. Каждый клип снимался вертикально, в разрешении 2160 × 3840

пикселей, со скоростью 60 кадров в секунду. Всего было подготовлено 1000 ро-

ликов разной длины.

Исходные клипы были разделены на кадры с помощью ffmpeg версии n4.4

с параметрами по умолчанию. Аннотирование подвергался каждый 6-ой кадр

данного клипа. Для этого была выполнена соответствующая раскадровка ви-

деоклипа, в рамках которой был сохранен каждый 6-ой кадр и сгенерированы

файлы вида «000001.jpg», «000007.jpg», «000013.jpg» и т. д. В самом маленьком

видеоклипе в итоге получилось 38 аннотированных кадров, в самом большом

— 129 аннотированных кадров. Всего набор данных включает 68409 аннотиро-

ванных видеокадров.

Кадры с соответствующими аннотациями сохранены в пакете данных в

архиве «clips.tar». Аннотация каждого кадра имеет тот же формат, что и для

фотографий и отсканированных изображений. Исходные видеофайлы находят-

ся в архиве «clips_video.tar». Все видеоклипы были лишены звукового канала.

4.4.4 #4>9F 84AAOI MIDV-LAIT

Главной особенностью этого пакета данных является то, что все созданные

удостоверяющие документы содержат текстовые поля либо на персидско-

арабском языке, либо на тайском языке, либо выполнены с использованием

какой-либо индийской письменности. Так, в названии MIDV-LAIT буква «L»

означает латиницу (в основном, это английский язык), «A» — персидско-араб-

скую письменность, «I» — разновидность индийской письменности, а «T» —

латиницу. для тайского. Пакет данных MIDV-LAIT содержит изображения удо-

стоверяющих документов помимо латиницы еще в двенадцати письменностях.
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Таблица 21 — Список представленных письменностей и языков

в пакете данных MIDV-LAIT

Письменность Язык Письменность Язык

Тайская Тайский Бенгальская Бенгальский

Персидско-арабская Арабский Гуджарати Гуджарати

Персидско-арабская Персидский Одия (Ория) Одия (Ория)

Персидско-арабская Урду Каннада Каннада

Персидско-арабская Урду (Насталик) Малаялам Малаялам

Персидско-арабская Пушто Деванагари Хинди

Гурмукхи Панджаби Деванагари Маратхи

Тамильская Тамильский Деванагари Непальский

Телугу Телугу Латинская Английский

Для персидско-арабского письма текстовые строки выполнены в почерках насх

и насталик. Полный список систем письма и языков приведен в таблице 21.

Важно также отметить, что языки урду и урду (насталик) хотя и одинаковы с

точки зрения языка, они отличаются по внешнему виду и написанию, поэтому

ряд методов распознавания текстовых строк, эффективных для насха, не рабо-

тают для насталика. Здесь ситуация очень похожа на распознавание печатных

и рукописных текстов — хотя сам язык может быть одним и тем же, методы,

которые эффективно справляются с задачами, будут разными. Таким образом,

было решено разделить подобные документы на две группы.

Для создания пакета данных MIDV-LAIT, аналогично ранее представлен-

ным в данной главе пакетам данных, использовались образцы изображений

документов, доступные по лицензии Creative Commons. Аналогично ранее пред-

ставленному пакету данных MIDV-2020, были использованы синтезированные

значения текстовых полей, а также синтезированы лица владельцев докумен-

тов. С гендерной точки зрения распределение документов равномерное. На

рисунке 4.22 представлены примеры синтезированных документов, удостоверя-

ющих личность, включенных в пакет данных MIDV-LAIT.

Подготовленные синтезированные изображения документов были распеча-

таны на цветном принтере, заламинированы. Полученные бумажные образцы

документы были отсняты с помощью Apple iPhone X Pro, в результате чего бы-
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Рисунок 4.22 — Примеры синтезированных документов пакета данных MIDV-

LAIT.

ли сгенерированы видеоролики продолжительностью не менее 2 секунд. Первые

две секунды каждого видеоролика были раскадрированы с частотой 10 кадров

в секунду, в результате чего было сгенерировано по 20 кадров для каждого

видеоролика.

Каждый полученный кадр был аннотирован указанием координт четы-

рехугольника документа, присутствующего на кадре. Первая вершина четырех-

угольника всегда соответствует верхнему левому углу физического документа,

а остальные вершины располагаются по часовой стрелке. Аналогично ранее

представленным пакетам данных, аннотация сохранена в формате JSON.

Для каждого сгенерированного документа произведено аннотирование

данных. В частности, указаны: значения и координаты текстовых полей, а

также письменность каждого поля. На рисунке 4.23 приведен пример аннотиро-

вания текстового поля на арабском языке сгенерированного документа в пакете

данных MIDV-LAIT.

Известно, что в персидско-арабской письменности написание выполняет-

ся справа налево. При аннотировании наших сгенерированных документов мы

строго следовали этому правилу. Однако, некоторые текстовые редакторы не

позволяют отобразить такую письменность корректно и инвертируют написа-

ние персидско-арабского текста, отображая символы слева направо.

В общей сложности пакет данных MIDV-LAIT состоит из 180 уникаль-

ных сгенерированных документов, удостоверяющих личность, на базе которых
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Рисунок 4.23 — Пример аннотирования текстового поля на арабском языке сге-

нерированного документа в пакете данных MIDV-LAIT.

сгенерировано 3600 изображений. Сгенерированные документы относятся к до-

кументам 14 стран. Статистика по странам, документы которых сгенерированы

для пакета данных, представлена в таблице 22. Еще раз важно отметить, что

документы с арабской письменностью разделены на два класса по почерку:

насх или насталик. Насталик используется только в удостоверяющих докумен-

тах Пакистана. Несмотря на то, что основная цель настоящего пакета данных

состоит в создании документов с арабскими текстовыми полями, мы также раз-

метили все поля на латинице. Большинство удостоверяющих документов имеет

дублирующие поля на латинице. Например, все паспорта содержат дублирую-

щие поля на английском языке (см. рисунок 4.24). Именно поэтому количество

размеченных латинских фактически совпадает с количеством размеченных тек-

стовых полей, выполненных в персидско-арабской письменности.

Рисунок 4.24 — Пример документов, содержащих текстовые поля, выполненные

латиницей и персидско-арабским письмом.

Что же касается персидско-арабских текстовых полей, то тут также

присутствует большая вариативность в шрифтах. Так, на рисунке 4.25 про-

иллюстрированы написание имени «Муххамад» на иранском удостоверении
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Таблица 22 — Количество документов и текстовых полей в пакете данных для

каждого вида письменности

Письменность Количество документов Количество текстовых полей

Тайская 10 1200

Персидско-арабская (Насх) 70 9700

Персидско-арабская (Насталик) 10 400

Гурмукхи 10 600

Тамильская 10 600

Телугу 10 560

Бенгальская 10 600

Гуджарати 10 600

Одия (Ория) 10 600

Каннада 10 640

Малаялам 10 600

Деванагари 10 900

Латинская 165 23 000

личности, выполненное различным шрифтом. Как можно заметить, визуально

написание одного и того же имени очень сильно отличается друг от друга.

Рисунок 4.25 — Различные способы написания «Мухаммад» на иранском удо-

стоверяющем документе.

Говоря о цифровых полях, стоит отметить, что в пакете данных MIDV-

LAIT такие поля представлены четырьмя видами: западно-арабские, восточно-

арабские, персидские цифры и цифры деванагари), как показано на рисунке

4.26. Кроме того, разные удостоверяющие документы в MIDV-LAIT содержат

даты в пяти различных календарях: исламском календаре (лунная хиджра),

иранском календаре (солнечная хиджра), тайском солнечном календаре, би-

крам самбат (официальный календарь Непала) и григорианском календаре.
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Рисунок 4.26 — Различные варианты чисел в пакете данных MIDV-LAIT.

4.4.5 #4>9F 84AAOI MIDV-Holo

Помимо задачи непосредственно распознавания документа, удостоверяю-

щего личность, включающей в себя определение типа документа, извлечение

значений его атрибутов, важной задачей является автоматическая проверка

действительности. Часть защитных элементов, используемых при производ-

стве документов, удостоверяющих личность, специально предназначена для

защиты бланков от копий или воспроизведения. Одним из подходов к за-

щите документов, удостоверяющих личность, является использование OVD

(Optically Variable Devices) – элементов с изменяющимися оптическими харак-

теристиками. В ряде таких элементов большую нишу занимают плеточные

дифракционные оптические элементы, часто называемые «голограммами», хо-

тя в строгом физическом смысле они голограммами, чаще всего, не являются.

Использование таких элементов, к примеру, рекомендовано Европейским Сою-

зом [304] для защиты документов от копирования, поскольку воспроизводить

такие элементы защиты невозможно легкодоступными полиграфическими ме-

тодами.

Оптический эффект пленочных дифракционных оптических элементов

достигается за счет взаимодействия света с периодическими рельефными струк-

турами малых периодов (порядка 1 мкм), организованными, как правило, в

виде пикселей размером 5–50 мкм. При освещении точечным немонохромати-

ческим источником света эти структуры создают цветовые, динамические и

другие характерные оптические эффекты [305]. Пример «голограмм» на доку-

ментах, удостоверяющих личность, приведен на рис. 4.27.

Одной из особенностей задачи автоматической верификации наличия

или отсутствия голограммы на документе является необходимость анализи-

ровать видеопоток, поскольку одного кадра или фотографии недостаточно

для проверки изменяющихся характеристик защитных элементов. В литера-

туре предложено несколько методов определения присутствия голограмм на

документах, удостоверяющих личность, однако из-за отсутствия открытых для
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Рисунок 4.27 — Пример искусственно созданного паспорта с дифракционными

оптическими элементами защиты бланка, сфотографированного под двумя раз-

ными углами. Можно заметить, что голографический рисунок изменяет свои

цветовые характеристики в зависимости от угла обзора.

исследователей пакетов данных, содержащих документы с защитными элемен-

тами подобного рода, не представляется возможным проводить объективные

эмпирические оценки таких методов. В связи с этим, в рамках диссертации был

также создан пакет данных MIDV-Holo, содержащий видеопоследовательно-

сти искусственных документов, удостоверяющих личность, с голографическими

элементами защиты.

Для создания пакета данных MIDV-Holo были предварительно подготов-

лены пустые шаблоны документов «Утопии» – 10 типов шаблонных паспортов

размером 125× 88 мм и 10 типов идентификационных карт размером 85.6× 54

мм. Размеры были выбраны согласно международным стандартам как наибо-

лее распространенные в мире. Изображения для фона бланка документа были

получены из магазина стоковых изображений [306]. Изображения были предо-

бработаны для создания фонов документов в различных цветоных тонах и с

различными узорами.

Графические (фотография лица владельца и подпись) и текстовые дан-

ные были получены путем автоматической генерации, аналогично тому, как это

делалось при создании пакета данных MIDV-2020, описанного выше в секции

4.4.3. Примеры полученных документов представлены на рис. 4.28.
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a) Паспорт «Утопии»

b) ID-карта «Утопии»

Рисунок 4.28 — Примеры полученных шаблонов искусственных паспортов и

идентификационных карт.

Для всех шаблонов паспортов и идентификационных карт был создан

единый шаблон голографического рисунка. Бинарные маски созданного голо-

графического рисунка представлены на рис. 4.29.

a) Маска для паспортов

b) Маска для ID-карт

Рисунок 4.29 — Бинарные маски созданного голографического рисунка для пас-

портов и идентификационных карт (белыми пикселями обозначены точки, в

которых находится изменяющийся голографический узор)

Пленочные дифракционные оптические элементы с созданным рисун-

ком были изготовлены Центром Тонких Оптических Технологий [307] методом

электронно-лучевой литографии, с использованием слоя сульфида цинка под

термопластичным материалом с дифракционными рельефными структурами,
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для получения прозрачной пленки. Шаблоны изображений паспортов и иден-

тификационных карт были распечатаны на фотобумаге, заламинированы, и

покрыты пленкой с голографическими элементами.

Для моделирования сценариев съемки документа, не содержащего

голографических элементов защиты, также были подготовлены примеры

документов без голографической пленки и примеры документов с имита-

цией голографический пленки нескольких видов. Примеры изображений

«скомпрометированных» документов, соответствующих исходному оригина-

лу, представленному на рис. 4.27, приведены на рис. 4.30.

Полученные документы были сняты на видео при помощи мобильных

устройств iPhone 12 и Samsung Galaxy S10 в различных условиях освеще-

ния, общий размер пакета данных составил 700 видеопоследовательностей. Для

кадров видеопоследовательности были вручную размечены точные координа-

ты документа на изображении, аналогично другим пакетам данных семейства

MIDV. Примеры кадров полученных видеопоследовательностей представлены

на рис. 4.31.

Созданный набор данных MIDV-Holo является уникальным в своем

роде, поскольку в открытом доступе больше не существует пакетов экспе-

риментальных данных изображений и видеопоследовательностей документов,

удостоверяющих личность (или их макетов), которые бы содержали пленочные

дифракционные элементы защиты, и которые тем самым позволяли бы объек-

тивно анализировать работу алгоритмов автоматической верификации наличия

защитных голограмм при анализе видеопоследовательностей документов. Пуб-

ликация созданного пакета данных MIDV-Holo позволит исследователям в

области анализа и распознавания документов вывести уровень разрабатывае-

мых методов и алгоритмов на новый уровень.

4.4.6 #4>9F 84AAOI DLC-2021

В рамках систем анализа и распознавания документов, удостоверяющих

личность, помимо верификации наличия защитных элементов бланка (таких,

как дифракционные оптические элементы, задействованные в пакете данных

MIDV-Holo, описанном в предыдущей секции), важной задачей является обна-
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a) b)

c) d)

Рисунок 4.30 — Примеры 4х типов моделей «скомпрометированных» доку-

ментов: a) копия шаблона документа без голографической пленки; b) копия

шаблона документа с искусственно добавленным рисунком голограммы; c) рас-

печатанная цветная фотография «оригинального» документа; d) оригинальный

документ с наклеенной фотографией другого лица, без голографических эле-

ментов.

ружение атак на предъявление документа, где в качестве объекта предъявление

может служить не только физическая подделка документа, но и его репродук-

ция, к примеру, на экране. Примеры таких атак возникают в случаях, когда

злоумышленники заполучают фотографию подлинного документа и видоизме-

няют эту фотографию путем ретуширования, после чего печатают при помощи

принтера или перефотографируют экран монитора. В литературе такие ситу-

ации называются атаками на предъявление (presentation attack) или атаками

ретрансляции (rebroadcast attack). Для оценки алгоритмов, детектирующих
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1) 2) 3)

4) 5) 6)

Рисунок 4.31 — Примеры кадров видеопоследовательностей пакета данных

MIDV-Holo: 1) «оригинальный» паспорт с офисным освещением и без бли-

ков; 2) «оригинальный» паспорт с офисным освещением; 3) «оригинальная»

идентификационная карта с офисным освещением; 4) «оригинальная» иден-

тификационная карта с включенной подсветкой мобильного устройства; 5)

«копия» с имитацией голограммы с включенной подсветкой; 6) «копия» с ими-

тацией голораммы с уличным освещением.

такие атаки, был создан открытый пакет аннотированных видеопоследователь-

ностей DLC-2021.



240

В пакете данных DLC-2021 были рассмотрены три варианта атак: показ

копии документа в градациях серого, показ цветной неламинированной копии,

и показ фотографии документа на экране монитора. Основой пакета данных

DLC-2021 служат документы, изготовленные в рамках работы над пакетом

данных MIDV-2020, описанным выше в секции 4.4.3. Примеры изображений

паспорта Греции, представленные в пакете данных DLC-2021, изображены на

рис. 4.32.

Рисунок 4.32 — Примеры изображений пакета данных DLC-2021. а) ори-

гинальный документ MIDV-2020; б) неламинированная цветная копия; в)

неламинированная полутоновая копия; г) съемка документа с экрана.

В общей сложности в пакете данных DLC-2021 представлено 80 различных

документов (10 типов, по 8 экземпляров уникальных документов каждого из ти-

пов), опубликованных в виде 1424 аннотированных видеопоследовательностей.

Характеристики представленных видеопоследовательностей, представленных в

DLC-2021, представлены в таблице 23.

4.5 �A4?<; <ECB?P;B64A<S C4>9FB6 84AAOI MIDV 6 A4GKAOI

<EE?98B64A<SI

Пакеты данных семейства MIDV использовались различными исследо-

вательскими группами для проведения экспериментов в области анализа и
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Таблица 23 — Количество видеопоследовательностей для различных устройств

и вариантов съемки, представленных в пакете данных DLC-2021

Устройство Разрешение
Кадров в

секунду

Вариант съемки
Всего

Оригинал
Цвет.

копия

Полутон.

копия

Фото

экрана
Samsung S10 3840× 2160 30 140 283 121 200 744

iPhone XR 3840× 2160 60 70 201 51 200 522

Samsung S10 1920× 1080 30 40 — 39 — 79

iPhone XR 1920× 1080 30 40 — 39 — 79

�E97B 290 484 250 400 1424

распознавания документов, либо в качестве основных экспериментальных на-

боров данных, либо в комбинации с закрытыми пакетами или с другими, также

публично доступными. Спектр задач, решаемых исследователями, включал

задачи детектирования и точной локализации документа на изображении, иден-

тификацию типа изображения, распознавание текстовых реквизитов, точный

поиск лица держателя документа, межкадровое комбинирование результатов

распознавания, и другие.

4.5.1 #B<E> < D9>F<H<>4J<S 8B>G@9AFB6

В работах [308—310] описан алгоритм поиска четырехугольника докумен-

та на фотографии или кадре видеопоследовательности, использующий анализ

контуров объектов, присутствующих на изображении и ранжирование гипо-

тез об истинном четырехугольнике исходя из известных заранее возможных

соотношениях сторон искомого документа. В этих работах эксперимент про-

водился с использованием MIDV-500 в качестве основного пакета данных, в

котором содержатся документы с тремя различными соотношениями сторон,

наиболее присущими идентификационным документам. В работах [201; 311] па-

кеты данных MIDV-500 используются для анализа другого типа алгоритмов

детектирования документов на изображении, уже зависящих непосредственно

от графического представления документа. В этих работах применяется под-

ход с предварительным выделением и дескрибированием ключевых точек на

изображении, и поиском оптимального геометрического преобразования, кото-
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рое бы переводило идеальный шаблон документа в область на изображении.

В работе [311] рассматриваются вопросы построения ограничений в оптими-

зационной задаче поиска этого графического представления, а в работе [201]

рассматривается система эффективного детектирования и локализации жестко

структурированных документов (на примере документов, удостоверяющих лич-

ность), пригодная как для работы на фотографиях и кадрах видеопотока, так

и на сканированных изображениях. Поскольку в оригинальном наборе данных

MIDV-500 не содержалось фотографий и сканированных изображений, в рабо-

те [201] также публикуется соответствующее расширение, базирующееся на тех

же исходных шаблонов документов и с форматом разметки, аналогичной ориги-

нальному. В работе [312] исследуется полный набор потенциальных признаков

(включая ключевые точки, исчезающие точки, машиночитаемую зону, границы,

углы, лицо держателя, логотипы, статические тексты и т. п.), которые могут

использоваться для точной локализации и идентификации документа, удосто-

веряющего личность, на изображении. Авторы предлагают комбинированный

метод, выбирающий из множества гипотез, построенных по всевозможным при-

знакам, и используют пакет MIDV-500 как один из двух контрольных пакетов

данных.

В работе [313] предлагается метод точной локализации и идентификации

документа, основанный на предварительной грубой локализации при помощи

поисковой нейронной сети, и последующего уточнения на основе контурных

методов. В качестве одного из контрольных пакетов данных используется

MIDV-500, однако в работе отмечается, что хотя пакеты данных MIDV-500 и

MIDV-2019 достаточно хорошо описывают процесс мобильной съемки докумен-

та в процедурах удаленной идентификации личности, вариативность данных,

представленная в них, недостаточна для обучения нейросетевых моделей (сто-

ит отметить, что эта работа была проделана и опубликована до публикации

пакета данных MIDV-2020, содержащего множество синтезированных примеров

документов). Подобный недостаток также отмечается в работах по нейросетево-

му детектированию текста на произвольных изображениях [314]. Тем не менее,

пакет данных MIDV-500 все же использовался для обучения и тестирования

нейросетевых моделей поиска точек схода с использованием слоев нейронных

сетей на основе преобразования Хафа в работах [315; 316] и для обучения нейро-

сетевых моделей для поиска документа на изображении, выражающих задачу

как задачу семантической сегментации [94] – в задачах, для которых вариатив-
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ность текстовых данных и лица держателя документа не является критичным

фактором. Метод ректификации изображения документа, использующий пред-

варительный поиск точек схода также рассматривается в работе [317]. В работе

[318] рассматривалась задача поиска произвольного документа на изображе-

нии (не обязательно документа, удостоверяющего личность) и пакет данных

MIDV-500 использовался в качестве одного из пяти открытых пакетов данных,

использующихся для обучения глубокой нейросетевой модели DeepLab (в каче-

стве тестовой выборки использовался отдельный, также публично доступный

пакет данных [319], содержащий изображения документов произвольной при-

роды).

4.5.2 #B<E> BF89?PAOI B5N9>FB6 < 79B@9FD<K9E><I CD<@<F<6B6

Помимо задач детектирования и локализации документов также ведутся

исследования в области более частных задач, связанных с устойчивым и эф-

фективным детектированием геометрических примитивов, таких как отдельные

линии или отрезки [320], генерацией устойчивых описаний локальных особен-

ностей изображений [321; 322], и использования множественных признаков

[323] для локализации и идентификации документов. Разницы в постановках

задач, которые ставят авторы таких исследований, приводят к различным

требованиям к пакетам данных и к предоставляемой разметке. Так, в рабо-

те [322] авторы конструируют устойчивый бинарный дескриптор локальной

области изображения, для использования в методах детектирования и точно-

го поиска документов, удостоверяющих личность. Поскольку целевой задачей

является именно поиск документов, удостоверяющих личность, пакеты дан-

ных MIDV-500 и MIDV-2019 были использованы как основные пакеты как для

обучения, так и для тестирования, и авторы показывают значительное преиму-

щество построенного дескриптора перед более «универсальными» аналогами,

применительно к целевой задаче. Напротив, авторы работы [320], исследующие

универсальные методы устойчивого детектирования прямых линий на произ-

вольных изображениях, отмечают, что в рамках широкой постановки задачи

пакеты данных MIDV-500 не могут быть использованы, поскольку не обладают

достаточно подробной геометрической разметкой, и присутствующие в размет-



244

ке прямые линии относятся только к границам документов. Это приводит к

тому, что авторы вынуждены проводить экспериментальные исследования на

полностью синтетических пакетах данных, моделируя изображения с заранее

известным положением искомых объектов.

Различия в постановках задач меняет требования не только к глубине

разметки, предоставляемой вместе с открытыми пакетами данных, но и к спе-

цифике определений размечаемых объектов. Так, в работе [324] пакет данных

MIDV-500 был использован в качестве основного экспериментального набора

данных для решения задачи поиска лиц на изображениях документов, удо-

стоверяющих личность. Разметка лица владельца, присутствующая в пакетах

данных MIDV-500 и MIDV-2019 представляла собой четырехугольник поля до-

кумента, в который вклеена или пропечатана фотография владельца, что имеет

смысл с точки зрения построения систем анализа документов, предполагающих

предварительное детектирование и ректификацию страниц документа [325],

однако не является типичным среди исследователей, занимающихся детекти-

рованием лиц на произвольных изображениях – более типичным является

разметка окаймляющего прямоугольника овала лица человека со сторонами,

параллельными сторонам изображения. В связи с этим авторы работы [324] не

могли использовать консистетные метрики качества детектирования лиц и были

вынуждены готовить специальную разметку необходимых окаймляющих пря-

моугольников на первом и последнем кадре каждой видеопоследовательности

пакета данных MIDV-500 с последующей интерполяцией. Высокая заинтересо-

ванность соавторов работы [324] в появлении объемных пакетов данных для

объективного сравнения методов детектирования лиц на документах также мо-

тивировало их принять участие в работе над пакетом данных MIDV-2020, в

котором для каждого из 72 409 изображений документов представлена раз-

метка как фотографии владельца как поля документа, так и окаймляющего

прямоугольника овала лица (см. рис. 4.20).



245

4.5.3 $4ECB;A464A<9 F9>EFB6OI D9>6<;<FB6 A4 <;B5D4:9A<SI < A4

6<89BCBE?98B64F9?PABEF<

Одна из наиболее важных задач анализа документов является точное рас-

познавание его текстовых реквизитов. В работе [236] пакет данных MIDV-500

используется в качестве основного тестового набора для построения и анали-

за метода распознавания текстовых полей идентификационных документов на

изображениях, полученных с камеры мобильных устройств (с обучением на

искусственно синтезированных данных). В работе [326] предлагается имплемен-

тация квантизованных 4-битных нейронных сетей для распознавания символов,

обучаемая на синтезированных данных и тестируемая на текстовых полях па-

кета данных MIDV-500. Вопросы генерации синтетических наборов обучающих

данных также находятся в центре внимания работы [287], где пакеты данных

MIDV-500, MIDV-2019 и MIDV-LAIT используются в качестве обучающей вы-

борки для построения модели генерации правдоподобных последовательностей

искусственных обучающих изображений для распознавания машиночитаемых

зон идентификационных документов.

В работе [327] рассматривается задача детектирования и распознавания

машиночитаемой зоны документов, удостоверяющих личность. Авторы пред-

лагают двухэтапный нейросетевой подход MRZNet и проводят сравнительное

исследование семи различных методов (включая авторский) с использованием

трех пакетов данных – собственный пакет данных, не являющийся публично до-

ступным, синтетический пакет данных SyntheticMRZ [237] и пакет MIDV-500,

который содержит изображения международных паспортов и идентификаци-

онных карт, на которых присутствуют машиночитаемые зоны. Примечательно,

что точность детектирования машиночитаемых зон на закрытом пакете дан-

ных, отмечаемая авторами, для собственного метода составила 100% (при

точности ближайшего сравниваемого метода 74.15%), тогда как на пакете дан-

ных MIDV-500 точность авторского метода составила только 73.94%, и показала

лишь третье место среди сравниваемых методов. Авторы объясняют такое несо-

ответствие присутствием проективных и нелинейных искажений и бликов на

изображениях пакета MIDV-500.

В работе [71] исследуется влияение предварительной бинаризации изоб-

ражений документов на качество распознавания текстовых реквизитов, с
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использованием пакета данных MIDV-500. Авторами показано, что современ-

ные широко используемые методы распознавания текстовых строк показывают

более высокую точность распознавания при обработке исходных изображе-

ний, нежели чем при обработке предварительно бинаризованных изображений,

даже при использовании лидирующих методов бинаризации, однако при ис-

пользовании идеальной бинаризации (при которой для каждого конкретного

изображения порог бинаризации в каждом локальном окне подбирается че-

ловеком) точность методов распознавания все же возрастает. Для проведения

такого исследования авторам пришлось подготовить специальную трудоемкую

разметку идеальной бинаризации документов для исходных изображений-шаб-

лонов, кадры видеопоследовательностей пакета данных MIDV-500 в работе не

рассматривались.

Поскольку целевой задачей при подготовке пакетов данных семейства

MIDV являлось распознавание документов, удостоверяющих личность, в ви-

деопоследовательности, эти пакеты данных стали основными для ряда иссле-

дований по повышению точности распознавания текстовых реквизитов путем

межкадрового комбинирования результатов распознавания [328; 329], анализа

влияния на качество распознавания текстовых полей искажений отдельных кад-

ров, таких, как дефокусировка [330] или поворот в трехмерном пространстве

[331] и построения решающего правила, позволяющего автоматически останав-

ливать процесс распознавания объектов в видеопотоке [332—335].

4.5.4 �A4?<; >4K9EF64 <;B5D4:9A<S < CB<E> >B@CDB@9F<DGRM<I

CD<;A4>B6

В автоматических системах анализа и распознавания документов, удосто-

веряющих личность, помимо непосредственно распознавания текстовых полей

и извлечения значимой графической информации (такой, как фотография ли-

ца держателя документа), важной задачей является детальный анализ качества

изображения документа и выявление признаков, свидетельствующих о том, что

изображение или сам документ могли быть подделаны.

В работе [336] рассматривается задача определения качества фотографии

лица владельца, извлекаемой из изображения документа, и ее пригодности для
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дальнейшей обработки (к примеру, для автоматической сверки с фотографией

лица, полученной из другого источника). Качество фотографии в рамках этого

исследования определяется экспертом, что требует дополнительной разметки

изображений пакета данных. В работе [337] рассматривается задача определе-

ния качества целикового изображения документа. В этой работе используется

пакет данных MIDV-2020 – исходные изображения шаблонов документов рас-

сматриваются как «эталонные» изображения с максимальным качеством, что

позволяет анализировать артефакты их сканирования и фотографирования.

В работах [338—340] рассматривается задача автоматического детекти-

рования чувствительной информации (к примеру, персональных данных) в

потоках изображений – задача информационной безопасности, требующая в том

числе применение современных методов компьютерного зрения. В этих работах

пакет данных MIDV-500 использовался в качестве положительной выборки –

набора изображений, на которых заведомо присутствуют чувствительные дан-

ные, которые необходимо автоматически детектировать. Безусловное наличие

на изображениях пакета данных MIDV-500 информации, структурированной

аналогично персональным данным, также использовалось в работе [341] для

построения интеллектуальных моделей лингвистического анализа платежной

информации.

Пакет данных MIDV-500 также использовался в качестве позитивной

выборке в работе [342] для построения автоматического метода детектирова-

ния нарушений в текстуре фона документов, удостоверяющих личность, для

выявления подозрительных манипуляций над изображениями. Отрицательная

выборка (т. е. выборка изображений, над которыми проводились манипуляции)

генерировалась автоматически, используя изображения исходных шаблонов до-

кументов из MIDV-500. Напротив, в работе [343] пакет MIDV-500 используется

в качестве отрицательной выборки – в данной работе авторы предлагают метод

автоматической верификации присутствия голографических элементов защиты

на идентификационном документе. В качестве положительной выборки авторы

использовали закрытый пакет данных действительных документов, а в качестве

«подделок» – пакет MIDV-500, в котором не содержится никаких элементов

защиты бланка.

Исследование методов автоматического детектирования компрометиру-

ющих признаков является крайне важным направлением для повышения

безопасности процесса удаленной идентификации личности, и для проведения
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таких исследований необходимо наращивать базу пакетов данных самой различ-

ной природы. Как отмечают авторы работы [344], пакетов данных MIDV-500,

MIDV-2019 и MIDV-2020 недостаточно для комплексного анализа систем вери-

фикации действительности идентификационных документов, поскольку в них

не представлены примеры распространенных атак, таких как повторная съемка

документа, отображаемого на экране. Именно по этой причине были подготов-

лены такие пакеты данных, как MIDV-Holo (секция 4.4.5) и DLC-2021 (секция

4.4.6), которые включают в себя моделирование различных видов атак для объ-

ективной оценки алгоритмов, их детектирующих.

4.6  9FB8B?B7<S EB;84A<S BF>DOFOI C4>9FB6 84AAOI 8B>G@9AFB6,

G8BEFB69DSRM<I ?<KABEFP

Для поддержания современных темпов развития методов и подходов к

задачам компьютерного зрения, в особенности учитывая тренд использования

глубоких нейросетевых моделей, требует создания больших объемов данных

для обучения и тестирования. Применительно к конкретным задачам, таким

как анализ и распознавание документов, удостоверяющих личность, это созда-

ет трудности – либо связанные с особенностями целевого объекта (такие, как

соблюдение юридических и этических норм, связанных с сохранностью чув-

ствительных данных), либо связанные с ограниченным размером сообщества,

занимающимся тем или иным рядом задач. Однако, как показывает опыт ис-

пользования пакетов данных семейства MIDV, даже в случае, если основной

экспериментальный пакет данных не публикуется, ограниченный открытый

пакет данных, такой как MIDV-500, может использоваться в качестве допол-

нительного набора данных для публикации объективной оценки качества того

или иного метода, пригодного для сравнения с другими.

Авторы ряда открытых пакетов данных заранее разделяют публикуемые

выборки на обучающие, валидационные и тестовы, однако, как можно заме-

тить из практики использования пакетов семейства MIDV, такое разделение

может не иметь смысла – разнообразие подходов к решению тех или иных за-

дач настолько велико, что исследователи вынуждены самостоятельно выбирать

протоколы разделения пакетов данных для обучения и проверки, а иногда, для
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решения более высокоуровневых задач, используют комбинацию нескольких па-

кетов данных из разных доменов (как, к примеру, в работе [318]).

Гораздо более важным аспектом построения открытых пакетов данных яв-

ляется структурирование пакетов таким образом, чтобы исследователи могли

выделять строго определенным образом подмножества, объединяемые теми или

иными признаками. К примеру, авторы проанализированных работ раздельно

анализировали подмножества пакетов данных по освещенности и степени выра-

женности проективных искажений [328], по количеству видимых в кадре углов

документа [308; 310], по наличию и целостности определенных видов текстовых

полей или машиночитаемых зон [327; 332] и т. п. Поскольку одной из целей

публикации открытых пакетов данных является предоставление возможности

различным исследовательским группам сравнивать разрабатываемые методы

и подходы на общей экспериментальной базе, необходимо предоставить воз-

можность в явном виде указывать те подмножества пакета данных, которые

используются в том или ином эксперименте.

Наиболее важным вопросом в построении и развитии открытых пакетов

данных является вопрос их расширения либо новыми данными (с целью увели-

чения общего объема, либо с целью добавления данных, обладающих новыми,

не представленными ранее признаками), либо добавлением специфической, про-

блемно-ориентированной разметки (к примеру, окаймляющих прямоугольников

овалов лиц [324], идеальной бинаризации изображений документов [71], экс-

пертной разметкой качества изображений или их фрагментов [336] и др.),

либо производных сгенерированных изображений (таких, как изображения

с нарушениями текстур фона документа [342]). Зачастую такие расширения

используются авторами работ для конкретных исследований, но не выкладыва-

ются в публичное пространство для повторного воспроизведения результатов

или для сравнительного анализа. В связи с этим важным аспектом открытых

пакетов данных является предоставление инструментария для пользователь-

ского расширения этих пакетов данных новыми изображениями, либо новой

разметкой так, чтобы другие исследовательские группы могли выбирать не

только интересующие их подмножества опубликованных данных, но и специ-

фические производные изображения или уже подготовленную разметку, тем

самым уменьшая несоответствия при сравнении методов и упрощая методоло-

гию исследований [345].
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Исходя из опыта создания открытых пакетов данных для оценки систем

анализа и распознавания документов, удостоверяющих личность, а также на

основе анализа их использования в научном сообществе, можно сформулиро-

вать основные этапы и методологические принципы создания подобных пакетов

данных:

1. В качестве исходных изображений документов, удостоверяющих лич-

ность, следует использовать изображения примеров документов, до-

ступные в открытых хранилищах, таких как Wikimedia Commons.

Большая часть изображений примеров идентификационных докумен-

тов в таких хранилищах могут быть использованы для любых целей,

поскольку согласно локальному законодательству изображения, явля-

ющиеся частью нормативных документов, не могут быть защищены

авторским правом. Следует также отметить, что на значительной части

подобных изображений на документе пропечатано слово «ОБРАЗЕЦ»

на том или ином языке, что может создавать трудности при распозна-

вании документа и не соответствует целевому сценарию использования

системы распознавания документов, следовательно, такие элементы

следует ретушировать. В отдельных случаях имеет смысл создавать

полностью искусственные шаблоны идентификационных документов,

не привязанных ни к какой конкретной стране или органу выдачи,

как было сделано для пакета данных MIDV-Holo (описанного в секции

4.4.5), пользуясь при этом международными стандартами и рекоменда-

циями по структуре таких документов.

2. Для генерации случайных значений текстовых реквизитов можно

использовать находящиеся в открытом доступе автоматические генера-

торы случайных имен на различных языках. Для генерации случайных

изображений лица держателя документа можно использовать суще-

ствующие сервисы генерации искусственных лиц, такие как Generated

Photos [301], основанные на генеративных состязательных нейронных

сетях.

3. Подготовленные шаблоны документов в искусственными данными сле-

дует публиковать как часть пакета данных, поскольку для таких

исходных изображений существует возможность предоставить полную

разметку значений реквизитов и их геометрического расположения

относительно шаблона документа. Разметку следует производить из-
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вестными и апробированными инструментами, формат хранения дан-

ных которых уже известны научному сообществу. Примером такого

инструмента разметки является VGG Image Annotator [303]. Также,

при публикации исходных шаблонов у научного сообщества появля-

ется возможность дополнять пакеты данных новыми фотографиями

или видеопоследовательностями, снятыми в том числе в условиях, не

представленных в оригинальном пакете данных, либо с моделировани-

ем других типов атак.

4. Поскольку большинство документов, удостоверяющих личность, вы-

полняются либо с гладким пластиком в качестве носителя, либо их

основные страницы защищаются полимерными пленками, при съемке

документов камерой мобильных устройств на поверхности документов

часто возникают блики. Для имитации такого эффекта распечатанные

примеры документов перед съемкой необходимо ламинировать.

5. При видеосъемке и фотографировании документа следует классифици-

ровать внешние условия съемки и вносить информацию об условиях

съемки в структуру пакета данных, либо в его описание. Важными

параметрами съемки является устройство, на которое производится

съемка или фотографирование, условия освещения, особенности сце-

нария съемки (к примеру, избегание бликов, допустимые диапазоны

проективных искажений и т.п.), характеристики фона и др.

6. На подготовленных сканах или фотографиях, как правило, достаточно

разметить точное геометрическое положение (координаты углов четы-

рехугольника) документа и идентификатор типа шаблона. Вместе с

разметкой содержимого шаблона этой информации достаточно для то-

го, чтобы получить точное эталонное местоположение каждого объекта

документа.

7. Подготовленные видеопоследовательности с целью разметки должны

быть раскадрованы с известным и указанным в описании пакета дан-

ных количеством кадров в секунду. На каждом кадре, также как в

случае фотографий, необходимо разметить точные координаты углов

четырехугольника положения документа и идентификатор типа шабло-

на. Важно, что исходные видеофайлы следует также предоставлять как

часть пакета данных, так, чтобы исследователи, которым требуется глу-

бокое моделирование процесса съемки документа, могли использовать
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не только размеченные видеокадры, но и полный набор всех получен-

ных исходных данных.

8. При создании пакетов данных, предназначенных для оценки методов

обнаружения атак на предъявление документа, либо проверки под-

линности документа или его составных частей, необходимо описать

варианты возможных атак, для каждой из них провести соответству-

ющее моделирование, и представить в пакете данных фотографии

или видеопоследовательности, соответствующие атакам, в таких же

условиях съемки как и фотографии или видеопоследовательности, со-

ответствующие «оригинальным» документам.

4.7 �O6B8O CB 7?469

Объективное количественное оценивание работы является одной из наибо-

лее важных задач при разработке системы распознавания идентификационных

документов. В рамках диссертационной работы представлена методология оцен-

ки качества работы систем распознавания идентификационных документов, с

подробным описанием критериев, показателей и методом определения соответ-

ствующих показателей.

В качестве критериев рассматривается оценка точности и скорости работы

распознающей системы. При этом, при определении способа оценки точно-

сти распознавания детальный упор сделан на способе оценки локализации

документа на изображении, точности определения типа документа, качестве

распознавания текстовых полей и точности выделения графических полей.

Для возможности определения соответствующих показателей в настоящей

главе представлена концепция определения таких показателей с использо-

ванием «верификационных» пакетов данных, изложены основные принципы

построения таких пакетов данных. Кроме того, в настоящей главе представлены

уникальные пакеты данных, созданные и опубликованные в открытом доступе в

рамках настоящей диссертационной работы, полностью пригодные для оценки

качества работы систем распознавания идентификационных документов.

Анализ их использования показывает общие тренды использования про-

блемно-ориентированных пакетов данных, включая различающиеся среди кол-
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лективов требования к признакам, которыми должны обладать изображения и

идеальная разметка, и были выявлены принципы, использование которых при

дальнейшем создании и расширении открытых пакетов данных позволит ис-

пользовать их более эффективным образом и повышать качество публикуемых

исследований. На основе этих принципов была представлена методология со-

здания открытых пакетов данных изображений документов, удостоверяющих

личность, позволяющая расширить существующий корпус имеющихся в откры-

том доступе данных для исследований в области систем распознавания таких

документов и для создания отдельных методов и алгоритмов.

Работа над открытыми пакетами данных важна не только для того, что-

бы давать возможность исследователям проводить объективное сравнение и

анализ методов решения тех или иных задач, но и для создания и развития но-

вых научных связей между международными исследовательскими группами,

объединенных интересом к общему кругу научных проблем.
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5.1 �6989A<9

В настоящей главе приведено описание архитектуры промышленной систе-

мы распознавания удостоверяющих документов Smart ID Engine, реализующей

высокоточное и безопасное программное обеспечение для распознавания дан-

ных более 2000 типов удостоверяющих документов 210 юрисдикций мира,

и проведены замеры производительности на машинах семейства Эльбрус. В

заключение приведены данные о внедрении этих программ в реальные государ-

ственные, промышленные и финансовые системы.

5.2 "5M4S 4DI<F9>FGD4 E<EF9@O

Архитектура мобильного распознавания в промышленной системе ввода

идентификационных документов Smart ID Engine представлена на рисунке 1.

Компоненты системы можно разделить на три категории:

– компоненты, которые обрабатывают входные изображения или видео-

кадры, выполняя поиск всех шаблонов и определение их координат

(выделены зеленым на рисунке 5.1);

– компоненты, которые обрабатывают каждый отдельный шаблон доку-

мента (выделены желтым на рисунке 5.1);

– компоненты, которые комбинируют результаты распознавания шабло-

нов в логические представления документов, выполняют постобработку

и выводят результат распознавания (выделены синим на рисунке 5.1).

Система Smart ID Engine предназначена для распознавания удостовере-

ний личности на основе заранее определенного множества типов документов.

Общие параметры системы могут быть разделены на три блока:

– база данных известных шаблонов документов с индексом, который ис-

пользуется при обнаружении и локализации шаблонов (блок F5 на

рисунке 5.1);
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Рисунок 5.1 — Архитектура мобильного распознавания в промышленной систе-

ме ввода идентификационных документов Smart ID Engine.

– база данных параметров распознавания для каждого шаблона – ин-

формация о шаблоне, его полях и их свойствах, и других данных,

необходимых для извлечения и распознавания компонентов шаблона

(блок T10 на рисунке 5.1);

– база данных документов, которая содержит информацию о том, как

результаты распознавания отдельных шаблонов комбинируются и обра-

батываются для получения окончательного результата распознавания

документа (блок D6 на рисунке 5.1).
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5.3 #B8E<EF9@4 ?B>4?<;4J<< < <89AF<H<>4J<< 8B>G@9AF4

На вход системы Smart ID Engine подается либо одно изображение (фо-

тография или скан-копия), либо серия изображений (видеокадры). Получение

каждого входного изображения осуществляется в блоке F1 на рисунке 5.1.

Первым шагом обработки полученного изображения в рамках предлагаемой

схемы является обнаружение и локализация шаблонов документов (блок F2)

с учетом индекса известных шаблонов (блок F5). В системе Smart ID Engine

использовались методы, локализирующие шаблоны по общему визуальному

представлению, поскольку основной задачей Smart ID Engine является рас-

познавание документов с фиксированной структурой. В частности, методы,

основанные на алгоритме Виолы и Джонса, обобщенном в виде дерева решений

сильных классификаторов, который может быть применен для обнаружения

страниц документа и определения области, устойчивой к умеренным перспек-

тивным искажениям, а также методы, основанные на обнаружении границ

документа, или на сегментации для выделения документа на фоне с помощью

глубокого обучения. Также применяется универсальный метод, который исполь-

зует идентификацию шаблона и сопоставление с помощью обнаружения особых

точек и дескрипторов с помощью RANSAC.

Результатом блока F2 является совокупность обнаруженных на изображе-

нии шаблонов, каждый из которых имеет собственный индекс (что позволяет

определить параметры для дальнейшей обработки) и геометрические парамет-

ры, то есть координаты границ шаблонов. Если нет соответствия ни одному из

известных шаблонов (блок F3), то изображение дальше не обрабатывается си-

стемой Smart ID Engine, то есть либо процесс завершается без результата (если

системе доступно единственное изображение), либо система начинает работу

над следующим кадром (блок F4).

Если последовательность видеокадров подается на вход системы, и каж-

дый кадр содержит шаблоны одного и того же документа, процесс определения

местоположения и идентификации документа F2 может быть более успешным

благодаря результатам обработки предыдущих кадров. Поэтому процесс F2 име-

ет доступ к временному хранилищу данных, которое накапливает результаты

обработки нескольких кадров одного цикла распознавания документа.
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5.4 #B8E<EF9@4 B5D45BF>< L45?BA4 8B>G@9AF4

После того как все шаблоны, различимые на входном изображении, най-

дены и идентифицированы, каждый из них обрабатывается в соответствии с

заранее определенным процессом, параметры которого хранятся в настройках

распознавания шаблонов (блок T10).

Поскольку шаблон идентифицирован и его геометрическое положение на

изображении определено, положение объектов может быть вычислено, а обра-

зы большинства отдельных элементов могут быть извлечены с поправкой на

угловой поворот и проективные искажения. Более того, если известен физиче-

ский размер страницы документа, соответствующей обрабатываемому шаблону,

образ каждого отдельного объекта может быть сгенерирован с заданным про-

странственным разрешением (например, с фиксированным числом пикселей

на дюйм). Однако фактическое разрешение с точки зрения количества ин-

формации, хранящейся в каждом пикселе, зависит от разрешения исходного

изображения. Тем не менее, точные координаты шаблона (или, по крайней ме-

ре, гипотеза) не всегда означают, что известны точные координаты каждого

объекта для распознавания и анализа. Хотя положение статических элементов

шаблона фиксировано, отдельные объекты, такие как текстовые поля, могут

иметь разную длину и даже менять положение. Например, рассмотрим третью

(главную) страницу паспорта гражданина РФ (см. рисунок 5.2). Первые три

поля сверху - Фамилия, Имя, Отчество. В шаблоне есть соответствующие стати-

ческие метки и подчеркивания, которые указывают, где должны располагаться

эти поля. Однако горизонтальное положение каждого поля может отличать-

ся в разных экземплярах одного типа документа. Более того, из-за дефектов

печати эти поля могут быть смещены вдоль вертикальных осей (возможно в

том числе пересечение со статическими линиями на фоне), а также поля могут

иметь небольшой наклон.

Это приводит к необходимости введения промежуточной субструктуры,

представляющей локализованную область шаблона, которая должна исполь-

зоваться для поиска отдельных объектов. В системе Smart ID Engine эти

субструктуры называются "зонами"(показаны синими прямоугольниками на

рисунке 5.3).
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Рисунок 5.2 — Пример третьей (главной) страницы паспорта гражданина РФ.

Рисунок 5.3 — Пример паспорта Уругвая и иллюстрация зон распознавания.

Зона – это область шаблона с заранее определенными координатами, ко-

торая может быть обработана единичным применением некоторого заранее

определенного алгоритма, который сегментирует зону и извлекает отдельные

объекты, такие как текстовые поля или какие-либо другие объекты, представ-
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ляющие интерес. Зона шаблона может включать в себя один объект (например,

одно текстовое поле), несколько полей или объектов, и даже соответствовать

всему шаблону документа – в зависимости от сложности шаблона, характе-

ристик извлекаемых объектов и специфики алгоритмов, используемых для

извлечения объектов.

Таким образом, первым шагом обработки шаблона в системе Smart ID

Engine является извлечение образов отдельных зон (блок T1), в соответствии

с информацией о зонах и их положениях, закодированной в параметрах обра-

ботки шаблона (блок T10). Каждая зона, указанная в параметрах, определяет

набор отдельных объектов (например, текстовых полей), которые могут быть

извлечены из данной зоны. При использовании видеопотока результаты рас-

познавания или извлечения отдельных объектов обновляются после каждого

обработанного кадра. Важно автоматически определить, когда этот процесс

должен быть остановлен для каждого объекта. Если процесс распознавания

объекта завершен, то нет необходимости искать его на следующем кадре, так

как это сэкономит время обработки. Аналогично, если все отдельные объекты,

соответствующие определенной зоне, уже обнаружены, сама зона может быть

пропущена, что сэкономит время, затрачиваемое на ее анализ. Таким образом,

после определения множества зон рассматриваемого шаблона документа и из-

влечения зон в процессе T1, зоны, поля (объекты) которых уже извлечены,

отфильтровываются (блок T2).

Следующим шагом является обработка образа зоны (блок T3), например

обнаружение и коррекция углового отклонения, обнаружение специфических

элементов защиты, подавление текстуры фона и многое другое [19]. Хотя такая

обработка может быть выполнена на уровне отдельных объектов, часто надеж-

ность результатов операций повышается, если доступен контекст всей зоны.

Хорошим примером может служить изображение, текстовые поля которого име-

ют одинаковый угловой наклон (из-за дефекта печати) – хотя угол может быть

определен на уровне каждого поля, для получения более надежного и согласо-

ванного результата полезно проанализировать зону целиком. После обработки

зона сегментируется на отдельные объекты (блок T4). Метод сегментации мо-

жет варьироваться от зоны к зоне, в зависимости от ее структуры: некоторые

зоны могут иметь фиксированные локальные координаты каждого отдельного

объекта или поля, заданные в соответствующих параметрах, и, таким образом,

дополнительный поиск не требуется. В других зонах может потребоваться поиск
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точных координат полей относительно заранее определенной структуры, или

даже применение распознавания текста в свободной форме. Система Smart ID

Engine поддерживает разные способы сегментации зоны на отдельные объекты.

Результатом процесса T4 является множество отдельных идентифици-

рованных объектов (таких как текстовые поля, штампы, локализованные

оптически переменные элементы, графические зоны документа, например, под-

пись или фотография, и т. д.) с известными координатами внутри зоны (а также

в шаблоне документа и в исходном изображении). Аналогично фильтрации зон

в процессе T2, некоторые из извлеченных полей в текущем цикле распозна-

вания видеопотока могут быть уже детектированы. Таким образом, объекты,

которые удовлетворяют соответствующим условиям, отфильтровываются (блок

T5). Оба процесса (обработка изображений зон T3 и сегментация объектов T4)

могут иметь доступ к временному хранилищу текущего цикла распознавания,

чтобы использовать информацию, полученную на предыдущих этапах обработ-

ки, для повышения надежности анализа зон.

Последующие шаги обработки шаблона связаны с анализом отдельных

объектов. Сначала изображения отдельных объектов подвергаются предва-

рительной обработке (блок T6) – исходя из той же мотивации, что и при

предобработке изображения зоны (блок T3). Блок Т6 может включать рек-

тификацию специфических особенностей объектов, например сдвиг текстовой

строки. Затем каждый отдельный объект подлежит распознаванию (блок Т7),

если этого требует специфика данного объекта. Отметим, что свойства поля,

подлежащего распознаванию, в системе Smart ID Engine известны заранее, и

сохраненная информация о языке, особенностях используемого шрифта или

других характеристиках визуального представления могут быть использованы

для повышения надежности и эффективности распознавания.

Если в качестве входных данных для системы используется видеопоток,

результаты распознавания комбинируются в общий результат распознавания

(блок T8), а также применяются условия для остановки процесса распознава-

ния или для определения необходимости дополнительных наблюдений того же

объекта (блок T9). Процесс интеграции T8 и условия остановки T9 используют

временное хранилище цикла распознавания, поскольку данным блокам необхо-

димо считывать и обновлять текущее состояние анализа видеопотока.

Результаты распознавания объектов, не являющихся текстом, например,

личных подписей или фотографий, также могут быть комбинированы. Напри-
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мер, в процессе Т8 можно выбрать одно лучшее изображение путем анализа

фокусировки, освещения или наличия бликов. Процесс Т8 может быть использо-

ван для анализа оптически изменяемых элементов, например голографических

элементов безопасности. Такой анализ позволяет проверить изменение этих эле-

ментов между кадрами и сравнить с тем, как должен вести себя действительный

(неподдельный) объект.

5.5 #B8E<EF9@4 HBD@<DB64A<S D9;G?PF4F4 D4ECB;A464A<S

8B>G@9AF4

После обработки всех отдельных шаблонов (в конце цикла при условии

D1), следующий этап в системе Smart ID Engine – это общий вывод о доку-

менте в целом. В параметрах документа (блок D6) хранится заранее известная

информация о документе, например, тип, составляющие шаблоны и объекты

распознавания, которые ожидаются в выводе.

Заключительным этапом анализа документов является этап постобра-

ботки (блок D2). Текстовые поля удостоверений личности обычно имеют

определенную синтаксическую и семантическую структуру, которая известна

заранее. Такая структура, как правило, включает в себя следующие компо-

ненты:

1. Синтаксис: правила для структуры текстовых полей. Например, по-

ле «дата рождения» машиночитаемой зоны загранпаспорта состоит из

шести символов, каждый из которых может принимать одно из 11 воз-

можных значений (десятичные цифры и символ заполнения).

2. Семантика поля: правила для семантической интерпретации тексто-

вого поля или его составляющих. Например, поле «дата рождения»

машиночитаемой зоны загранпаспорта записывается в фиксированном

формате «YYMMDD», где «YY» - две последние цифры года, «MM»

- месяц с 01 по 12, «DD» – день (в соответствии с номером месяца), а

неизвестные компоненты даты заменяются парами символов заполне-

ния «<<».

3. Семантические отношения: правила для структурных или семанти-

ческих отношений между различными полями одного и того же
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документа. Например, в достоверных документах, дата в значении по-

ля «дата выдачи» быть более ранней, чем дата в значении поля «дата

рождения».

Если на вход системы подается видеопоток, то после этапа постобработки

документа D2 должно быть принято решение о том, можно ли считать резуль-

тат конечным (блок D3). На это решение влияют не только условия остановки

распознавания для отдельных объектов (которые проверяются в блоке T9), но и

наличие в сформированном результате для документа в целом ожидаемых шаб-

лонов и соответствующих объектов. Если результат можно считать конечным,

то он становится результатом процесса (блок D5), а процесс распознавания за-

вершается. Если результат не считается конечным, то происходит получение

следующего кадра (блок F1), и процесс продолжается. Промежуточный резуль-

тат внутри цикла процесса также может быть возвращен пользователю для

визуализации и внешнего контроля (блок D4).

5.6 "J9A>4 5OEFDB89=EF6<S 6 ;484K9 @B5<?PAB7B D4ECB;A464A<S

Время, необходимое системе распознавания для полной обработки одно-

го кадра видеопоследовательности на мобильном устройстве, включает в себя

полный набор этапов, т.е. поиск документа на изображении, определение коор-

динат его страниц (шаблонов), определение типа документа, поиск текстовых

полей и других значимых объектов, распознавание текстовых полей. Общее

время настолько сложной последовательности операций неизбежно зависит от

большого количества факторов, включая разрешение исходного изображения,

количество значимых объектов и текстовых полей на документе, и особенности

самого вычислительного устройства.

Для количественной оценки производительности системы на мобильных

устройствах было замерено время обработки реализованной системы одно-

го кадра видеопоследовательности, с использованием различных мобильных

устройств и распечатанных примеров документов из пакета данных MIDV-500.

Результаты замеров представлены в таблице 24.

Как можно заметить из таблицы 24, время обработки кадра значительно

варьируется в зависимости от используемого устройства (в частности, можно
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Таблица 24 — Среднее покадровое время (в секундах) обработки документа,

удостоверяющего личность, на мобильном устройстве.

 B5<?PAB9 GEFDB=EF6B

#4ECBDF

$(

(EFD. 3)

�B8.

G8BEF.

�9D@4­

A<<

#4ECBDF

%9D5<<

#4ECBDF

�;9D54=­

8:4A4

�B8.

G8BEF.

3CBA<<

Huawei Honor 8 (2016) 0.21 0.52 0.74 0.76 0.92

Xiaomi Pocophone F1 (2018) 0.12 0.28 0.49 0.42 0.61

Apple iPhone XS (2018) 0.08 0.22 0.31 0.37 0.39

Samsung Galaxy S10 (2019) 0.10 0.21 0.30 0.31 0.42

Apple iPhone SE 2 (2020) 0.07 0.18 0.20 0.34 0.41

заметить явную связь производительности системы с годом выпуска моде-

ли мобильного устройства, ввиду увеличения производительности мобильных

центральных процессоров), так и в зависимости от распознаваемого доку-

мента. Минимальное время обработки достигается на 3-й странице паспорта

гражданина РФ без машиночитаемой зоны, содержащей лишь 5 текстовых

полей, выполненных кириллическим алфавитом и 2 поля из цифр и зна-

ков препинания, максимальное время обработки требуется для распознавания

водительского удостоверения Японии, на котором присутствует стандартная

коллекция полей на японском языке (порядка 11 тысяч иероглифов).

5.7 "J9A>4 5OEFDB89=EF6<S 6 ;484K9 @4EEB6B7B 66B84 8B>G@9AFB6

Как было отмечено ранее, повышение быстродействие систем распознава-

ния документов имеет важное значение не только для исполнения на мобильных

устройствах, но и для повышения эффективности систем массового ввода

документов. Такие системы, как правило, строятся на основе высокопроизводи-

тельных серверов, также обладающих процессорами с различной архитектурой,

как общего назначения, так и специального. Вопросы повышения производи-

тельности алгоритмов обработки изображения для мобильных вычислительных

устройств были рассмотрены в предыдущих разделах, в этом же разделе

также кратко рассмотрим вопросы повышения производительности систем рас-
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познавания для серверных платформ, в частности, для платформ с широким

командным словом.

Архитектуры с принципом широкого командного слова (Very Long

Instruction Word, VLIW) является одной из специальных архитектур для по-

строения высокопроизводительных вычислительных систем. Примером такой

архитектуры является архитектура Эльбрус [346]. При генерации исполняемого

кода для процессоров с VLIW-архитектурой компилятор формирует последова-

тельности групп команд (широкие командные слова), в которых отсутствуют

зависимости между командами внутри каждой группы и сведены к минимуму

зависимости между командами в разных группах. При исполнении команды

каждой группы запускаются параллельно, что обеспечивает высокий уровень

параллелизма на уровне команд [347]. Такое распараллеливание на уровне

команд целиком обеспечивается оптимизирующим компилятором, разработан-

ном с учетом особенностей конкретной архитектуры. В случае с архитектурой

Эльбрус, эту функцию выполняет оптимизирующий компилятор lcc.

Другой особенностью процессоров архитектуры Эльбрус являются мето-

ды работы с памятью. Помимо наличия кэша, позволяющего оптимизировать

время доступа в память, ими поддерживаются методы предварительной под-

качки данных, которые позволяют прогнозировать обращения в память и

производить подкачку данных в кэш или другое специальное устройство

за некоторое время до их использования. Процессоры архитектуры Эльбрус

поддерживают программно-аппаратный метод подкачки. Это означает, что ап-

паратная часть микропроцессора включает в себя специальное устройство для

обращения к массивам (Array Access Unit, AAU), в то время как необходимость

подкачки определяется компилятором, генерирующим специальные инструк-

ции для AAU. Использование устройства подкачки эффективнее помещения

элементов массива в кэш, поскольку элементы массивов чаще всего обрабаты-

ваются последовательно и редко используются более одного раза [346]. Однако

необходимо отметить, что использование буфера предварительной подкачки

на Эльбрусе возможно только при работе с выровненными данными. За счет

этого чтение/запись выровненных данных происходят заметно быстрее, чем со-

ответствующие операции для невыровненных данных.Также микропроцессоры

Эльбрус поддерживают несколько видов параллелизма помимо параллелизма

на уровне команд: векторный параллелизм [348], параллелизм потоков управ-

ления, и параллелизм задач в многомашинном комплексе.
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В целях оптимизации работы систем распознавания для архитектуры Эль-

брус можно использовать две технологии: распараллеливание вычислений и

реализация функций низкоуровневой обработки изображений с помощью спе-

циальных встроенных функций (по принципам, аналогичным изложенным в

разделе 3.5).

Распараллеливание вычислений можно выполнять на максимально до-

ступное число потоков при помощи открытых программных библиотек для

реализации параллельных вычислений, таких как tbb (Intel Threading Building

Blocks) [349]. Библиотека tbb предоставляет набор универсальных функций, та-

ких как parallel_for, позволяющая распараллелить цикл с независимыми по

данным итерациями, и task_group, позволяющая создать набор из нескольких

независимых задач, которые затем могут исполняться параллельно.

В рамках системы распознавания документов, удостоверяющих личность,

существует несколько этапов обработки документов, которые могут быть эф-

фективно распараллелены: этап поиска документов, в случае если используется

подход из семейства Виолы и Джонса [97], типизация и поиск документа при

помощи сравнения документа с несколькими шаблонами с помощью расширен-

ного алгоритма RANSAC [209], поиск текстовых полей и других графических

элементов (что может выполняться независимо в различных частях найденного

документа), а также сегментация и распознавание отдельных текстовых полей.

Для архитектуры Эльбрус также доступен специальный класс встроенных

функций, вызовы которых заменяются компилятором на высокоэффективный

код для данной платформы. С помощью встроенных функций разработчики

могут использовать векторный параллелизм: выполнять одну и ту же опера-

цию над одним регистром, содержащим сразу несколько элементов данных.

Микропроцессоры Эльбрус-4С и Эльбрус-8С поддерживают набор встроенных

функций, для которого размер регистра составляет 64 бита. Он включает в

себя операции для преобразования данных, инициализации элементов векто-

ра, арифметических операций, побитовых логических операций, перестановки

элементов вектора и др. Кроме того, для процессоров Эльбрус доступна библио-

тека EML, содержащая эффективные реализации основных функций обработки

данных.

При использовании встроенных функций на платформе Эльбрус следу-

ет уделять особое внимание доступу в память, поскольку в задачах обработки

изображений часто требуется невыровненное чтение данных в 64-битном реги-
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стре. Такое чтение само по себе неэффективно, так как требует пары команд

чтения и последующей команды формирования блока данных, но, что еще важ-

нее, при этом не может использоваться буфер подкачки массивов, повышающий

скорость доступа к данным на платформе Эльбрус. Таким образом, низкоуров-

невую обработку данных, например числовых массивов, следует выполнять в

несколько этапов: обработка начальной части (до границы выравнивания на

64-бита), обработка основной части, использующая выровненный доступ к па-

мяти, и обработка оставшихся элементов массива. Поскольку анализ указателей

во время компиляции является нетривиальной задачей, можно использовать

флаг компилятора -faligned, с которым все операции доступа к памяти вы-

полняются выровненным образом.

Следующая особенность использования встроенных функций на плат-

форме Эльбрус связана непосредственно с VLIW-архитектурой. Благодаря

наличию нескольких арифметико-логических устройств (АЛУ), которые ра-

ботают параллельно и загружаются при формировании широких командных

слов, несколько команд могут исполняться одновременно. Процессоры Эль-

брус-4С и Эльбрус-8С содержат шесть АЛУ, которые можно задействовать в

рамках одной широкой команды, однако каждое АЛУ поддерживает свой набор

встроенных функций. Простые операции, например сложение или умножение

элементов в 64-битных регистрах, как правило, поддерживаются двумя АЛУ.

Это означает, что процессор Эльбрус может исполнить по две таких инструкции

за один такт. Для этого в исполняемом коде следует использовать разверты-

вание циклов. Компилятор lcc поддерживает программу #pragma unroll(n),

которая позволяет выполнить развертывание n итераций цикла.

Таким образом, для эффективного использования встроенных функций

на платформе Эльбрус необходимо:

– обеспечить выровненный доступ в память;

– обеспечить использование всех доступных АЛУ путем развертывания

циклов.

Для анализа потенциальной эффективности использования параллелизма

и встроенных функций в рамках системы распознавания документов, опери-

рующей на вычислительном устройстве с архитектурой Эльбрус, с помощью

функций библиотеки EML был реализован ряд операций, применяемых при низ-

коуровневой обработке изображений и распознавании образов:

– арифметические операции над отдельными пикселями изображения;
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– масштабирование изображения;

– транспонирование изображения (см. раздел 3.5.1);

– поворот изображения;

– фильтрация изображения (в т.ч. морфологическая фильтрация, см. раз-

дел 3.5.2);

– умножение и сложение матриц вещественных чисел.

После этого система распознавания документов была скомпилирована из

исходного кода с помощью оптимизирующего компилятора lcc [350] версии

1.21.19. Распараллеливание выполнялось на максимальное доступное число

потоков при помощи библиотеки tbb [349]. Библиотека tbb является крос-

сплатформенной и в свою очередь может быть собрана компилятором lcc для

процессоров семейства Эльбрус из исходного кода.

Далее распознающая система была запущена на пяти различных машинах

с процессорами Эльбрус:

1. Эльбрус 101-PC;

2. Эльбрус 401-PC;

3. Эльбрус-4.4;

4. Эльбрус 801-PC;

5. Эльбрус-8.4.

Основные характеристики тестируемых устройств приведены в таблице

25.

Была проведена экспериментальная оценка рассмотренных методов по-

вышения быстродействия, а именно, проведены замеры среднего времени

распознавания одного изображения, содержащего произвольным образом по-

вернутый документ «Паспорт РФ», до и после использования данных методов.

Это время не включало время загрузки изображения и файлов конфигурации

из памяти. Усреднение выполнялось по набору из 800 изображений. Результаты

приведены в таблице 26. Можно видеть, что оптимизация позволила повысить

быстродействие системы в 5,3 раза, причем распараллеливание дало ускорение

в 2,4 раза, а использование встроенных функций – еще в 2,2 раза. Несмотря на

то, что Эльбрус-401PC содержит 4 вычислительных ядра, не все части вычисли-

тельной системы были распараллелены, поэтому результирующее ускорение не

достигло 4. Встроенные функции также существенно помогли повысить быст-

родействие, однако далеко не все операции были ускорены с их помощью. Тем

не менее, было получено ускорение в 2,2 раза.
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Таблица 25 — Характеристики тестируемых машин с архитектурой Эльбрус.
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Таблица 26 — Среднее время распознавания документа «Паспорт

РФ» на Эльбрус 401-PC с различными методами повышения быст-

родействия.

�<8 BCF<@<;4J<< %D98A99 6D9@S D4ECB;A464A<S, E9>

�9; BCF<@<;4J<< 10,01

% D4EC4D4??9?<64A<9@ 59; <ECB?P;B­

64A<S 6EFDB9AAOI HGA>J<=
4,22

% D4EC4D4??9?<64A<9@ < 6EFDB9AAO­

@< HGA>J<S@<
1,90

Для оценки производительности всей распознающей системы исполь-

зовалось среднее время распознавания одного изображения, содержащего

произвольным образом повернутый документ заранее известного типа. Это

время не включало время загрузки изображения и файлов конфигурации из

памяти. Для документа каждого типа усреднение выполнялось по набору дан-

ных из 800 изображений.

Были рассмотрены 6 различных типов документов:

– Паспорт РФ;

– Биометрический паспорт РФ;
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– Водительское удостоверение (ВУ) РФ;

– Водительское удостоверение (ВУ) Великобритании;

– Идентификационная карта Германии;

– Листок нетрудоспособности.

В таблице 27 приведено среднее время распознавания документов каж-

дого типа в режимах «клиентского» (распознавание одиночного изображения)

и «серверного» (распознавание в рамках потока большого объема) распознава-

ния. Время распознавания на одноядерной машине Эльбрус 101-PC составило

2,3 – 7,6 с для разных документов, поскольку они значительно различаются по

объему распознаваемой информации. На остальных тестируемых устройствах

время распознавания всех документов, кроме листка нетрудоспособности, не

превышает 2 с в «клиентском» режиме и 1,8 с в «серверном» режиме. Можно

видеть, что в «клиентском» режиме распознавание больше, чем в 4 потока, не

дает значительного прироста производительности на всех документах, кроме

листка нетрудоспособности. Этот результат связан со свойствами документов:

в паспорте распознается 12 текстовых полей, а в водительском удостовере-

нии и идентификационных картах – 7. В таких условиях распараллеленной

оказывается не такая большая часть алгоритма распознавания. Листок нетру-

доспособности содержит значительно больше полей, поэтому ускорение между

401-РС и Эльбрус 4.4 и 801-РС и Эльбрус 8.4 заметнее.

В «серверном» режиме запускается несколько независимых процессов рас-

познавания документов. Каждый вызов распознавания распараллелен так же,

как и в предыдущем эксперименте, однако здесь время обработки включало

время загрузки изображения из файла. Такой режим обеспечивает полную

загрузку ядер процессора и позволяет более реалистично оценить производи-

тельность соответствующих устройств.

Результаты экспериментов показали, что серверные модули на основе про-

цессоров Эльбрус демонстрируют ускорение в 3–4 раза за счет параллелизма

на уровне задач. При этом сервер Эльбрус-4.4 на 20–30% мощнее рабочей стан-

ции Эльбрус 801-РС. В свою очередь 801-PC практически в 3 раза быстрее

своего предшественника 401-РС за счет повышения тактовой частоты и значи-

тельного усовершенствования архитектуры. Для Эльбрус-4.4 и Эльбрус 8.4 это

соотношение сохранилось.

Таким образом, результаты проведенных экспериментальных исследова-

ний подтверждают, что использование высокой степени параллелизма за счет
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Таблица 27 — Среднее время распознавания различных типов документов

на аппаратных платформах с вычислительной архитектурой Эльбрус.

�B>G@9AF
1?P5DGE

101-PC

1?P5DGE

401-PC

1?P5DGE

4.4

1?P5DGE

801-PC

1?P5DGE

8.4

«�?<9AFE><=» D9:<@ – D4ECB;A464A<9 B8<ABKAB7B <;B5D4:9A<S

#4ECBDF $( 3,87 E 1,90 E 1,80 E 1,21 E 1,09 E

�<B@. C4ECBDF $( 3,33 E 1,85 E 1,80 E 1,10 E 1,05 E

�' $( 4,24 E 2,12 E 1,81 E 1,24 E 1,09 E

�' �9?<>B5D<F4A<< 2,26 E 1,08 E 1,03 E 0,69 E 0,66 E

�89AF. >4DF4 �9D@4A<< 2,32 E 1,22 E 1,13 E 0,77 E 0,72 E

�<EFB> A9FDG8BECBEB5ABEF< 7,59 E 3,40 E 2,65 E 1,97 E 1,49 E

«%9D69DAO=» D9:<@ – C4>9FA4S B5D45BF>4 E @4>E<@4?PAB= A47DG;>B=

#4ECBDF $( — 1,27 E 0,36 E 0,43 E 0,11 E

�<B@. C4ECBDF $( — 1,13 E 0,36 E 0,42 E 0,11 E

�' $( — 1,79 E 0,47 E 0,64 E 0,16 E

�' �9?<>B5D<F4A<< — 0,93 E 0,26 E 0,32 E 0,08 E

�89AF. >4DF4 �9D@4A<< — 0,99 E 0,26 E 0,37 E 0,10 E

�<EFB> A9FDG8BECBEB5ABEF< — 2,22 E 0,66 E 0,86 E 0,22 E

широких командных слов на устройствах с архитектурой Эльбрус, а также на-

личие SIMD-расширений, позволяет добиться снижения времени распознавания

документов до 5 раз, что позволяет строить более эффективные системы мас-

сового ввода документов.

5.8 "COF 6A98D9A<S E<EF9@O

На основе предложенной системы были разработаны ряд прикладных

систем, внедренных в различных областях экономики и управления. Так,

распознавание российского паспорта используется для процессов регистрации

пользователей ведущих банков РФ – Тинькофф, Альфа-банк, Газпромбанк, От-

крытие, Райффайзен, Росбанк, ДомРФ, Точка банк, Совкомбанк, МТС банк,

Хоум Кредит Банк, МКБ, и ряд региональных банков. Распознавание води-

тельских удостоверений, свидетельств о регистрации транспортных средств,
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паспортов транспортных средств и паспорта граждан РФ внедрены в ряде стра-

ховых компаний – Ингострах, Альфа-страхование, РЕСО-Гарантия, Согласие.

Комплекс распознавания документов всего мира, включающий паспор-

та 210 стран и организаций, внутренних идентификационных карт, видов на

жительство и водительских удостоверений всех стран мира, внедрен в банке

ЕАБР, сервисе iDenfy, travizory, Oman Arab Bank, Emirates NDB, Dukascopy

Swiss Banking Group, Kaspi.kz и ряде других крупных организаций.

В области мобильной связи, операторы МТС, Билайн и Мегафон использу-

ют созданный комплекс для идентификации абонентов при продаже SIM-карт.

Транспортная отрасль активно использует программный и программно-

аппаратный комплексы идентификации, созданный на основе разработанной

системы. Так, РЖД использует его для продажи железнодорожных билетов в

850 кассах, международный конгломерат SITA, авиакомпании Turkish Airlines

и Croatia Airlines используют мобильную систему распознавания для регистра-

ции на рейс, а в аэропорту Шереметьево программно-аппаратный комплекс

используется для автоматического пересечения границы. Крупнейший опера-

тор круизных линий в мире RCCL использует его для продажи билетов и

прохода на лайнеры.

Созданный комплекс используется системой изготовления и выдачи пас-

портно-визовых документов ГС МИР. Для нужд ФНС России программный

комплекс используется в мобильном приложении регистрации самозанятых и

ИП. Также программно-аппаратный комплекс используется для выдачи ЭЦП

руководителям организаций.

Созданный совместно с китайской компанией Pixsur программно-аппарат-

ный комплекс использовался для регистрации посетителей стадионов во время

чемпионата мира по футболу в Катаре.

Общее число организаций, использующих решения, построенные на осно-

ве разработанного подхода, составляет более 200 по всему миру. Таким образом

можно утверждать, что решения, предложенные в данной работе, прошли ши-

рокую апробацию в прикладных системах.
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Основные результаты работы заключаются в следующем.

1. Предложен подход к созданию систем распознавания документов,

удостоверяющих личность, учитывающий и объединяющий особенно-

сти формирования изображений, получаемых с мобильных устройств,

специальных сканеров документов и классических сканеров. Рассмот-

рено место и возможность использования особенностей видеопотока

для повышения качественных и функциональных характеристик в

неконтролируемых условиях съемки мобильным устройством (неизвест-

ны: освещение, геометрия сцены, камера и оптическое устройство)

и ограниченности вычислительных возможностей самого мобильного

устройства. Предложена новая схема построения такого типа систем,

на основе алгоритмов компьютерного зрения.

2. Созданы первые в своем роде пакеты данных, которые позволяют

объективно оценивать различные аспекты систем распознавания доку-

ментов, удостоверяющих личность – семейство пакетов данных MIDV

(Mobile Identity Document Video): MIDV-500, MIDV-2019, MIDV-LAIT,

MIDV-2020, DLC-2021, MIDV-Holo. Данное семейство состоит из видео

и фото синтезированных и распечатанных документов, удостоверя-

ющих личность, снятых в различных условиях. При этом впервые

удалось не только создать репрезентативные пакеты данных, но и

соблюсти все законодательные ограничения, что позволяет сделать ре-

зультаты в данной области исследования публичными и проверяемыми.

В созданных пакетах данных впервые представлены изображения, ви-

деопоследовательности и соответствующая разметка, предназначенные

для оценки алгоритмов проверки подлинности документов и обнаруже-

ния атак на предъявление документов. Для обучения распознаванию

символов в задаче распознавания документов на фотографиях и видео-

потоке предложена оригинальная система сбора и разметки обучающих

выборок. Для задачи поиска печати предложена оригинальная система

аугментации и показано, что предложенный подход позволяет получать

высококачественные детекторы печатей.
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3. Предложено и обосновано использование видеопотока как формы вход-

ных данных для системы распознавания документов, позволяющее

повысить качество распознавания. Предложены и проанализирова-

ны модели с различными стратегиями комбинирования результатов

распознавания. Исследованы методы на основе выбора лучшего изоб-

ражения, выбор лучшего результата распознавания и ансамблирования

результатов распознавания. Экспериментально показано, что в услови-

ях съемки близких к идеальным наилучшим результатам комбиниро-

вания дает выбор лучшего кадра с помощью оценки фокуса, а метод

ROVER дает лучший результат в условиях помех.

4. Построены новые вероятностные модели, описывающие результаты

распознавания символов текстовых полей документов в видеопосле-

довательности. Введено понятие потока результатов распознавания.

Рассмотренные модели предполагают, что результат распознавания

знакоместа в поле документа можно представить в виде компози-

ции случайных величин и случайных векторов. Проведены проверки,

которые подтвердили адекватность вероятностных моделей. Получен-

ные при моделировании потока результатов распознавания параметры

можно использовать для комбинирования результатов классификации

одиночных символов, решая тем самым задачу распознавания объекта

в видеопотоке.

5. Рассмотрена проблема останова распознавания документа, возникаю-

щая при использовании видеопотока. Для ее решения предложены и

проанализированы методы на основе анализа популяций и на основе мо-

делирования следующего комбинированного результата распознавания.

Экспериментально показано, что метод, основанный на моделировании

следующего комбинированного результата, превосходит остальные, но

требует дополнительных вычислений, связанных с расчетом следующе-

го результата.

6. Рассмотрены проблемы производительности систем распознавания ви-

деопотока и предложены новые методы эффективной реализации

алгоритмов, активно применяющихся для современных процессоров,

используемых в мобильных устройствах. Предложены алгоритмы,

использующие инструкции ARM NEON для эффективного транспони-

рования матриц, повышающие скорость в 5,7–12 раз в зависимости от
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размера матриц, и алгоритм эффективной реализации морфологиче-

ской фильтрации изображений.

7. На основе предложенных подходов были разработаны прикладные про-

граммные средства для распознавания документов, удостоверяющих

личность, Smart IDReader и Smart ID Engine. Программные сред-

ства позволяют проводить распознавание документов в видеопотоке,

фотографии, изображении, полученным с использованием обычно-

го или специального сканера, на мобильном устройстве и обычном

компьютере в реальном времени. При распознавании видеопотока ис-

пользуются предложенные в алгоритмы комбинирования результатов

распознавания и принятия решения об остановке. Проведена оценка

производительности системы распознавания на мобильных вычисли-

тельных устройствах и процессорах с широким командным словом

семейства Эльбрус.

8. Smart IDReader и Smart ID Engine активно применяются в мобиль-

ных и серверных приложениях ряда российских государственных и

коммерческих организаций: ФНС, МВД, РЖД, Банк Тинькофф, Аль-

фабанк, Банк Открытие, Газпромбанк, МТС, Beeline, МегаФон, что

подтверждено актами о внедрении. Разработанные программные си-

стемы также являются частью паспортно-визовой системы ГС МИР.

В рамках работы по диссертации было получено 2 патента США, 5

патентов на изобретение РФ, 16 патентов на полезные модели и 4 сви-

детельства о государственной регистрации программы для ЭВМ.

�?47B84DABEFP. Эта диссертация вряд ли могла бы состояться вне

работы над большим комплексом программ распознавания документов, удосто-

веряющих личность. В работе над ним принимало и принимает участие много

моих коллег. Всем им я хочу выразить свою благодарность.



275

"EAB6AO9 CG5?<>4J<< 46FBD4 CB F9@9 8<EE9DF4J<<

Основные результаты по теме диссертации изложены в 40 печатных ра-

ботах, 20 из которых изданы в журналах, рекомендованных ВАК, 30 работ

индексируется Web of Science и Scopus (включая 10 работ, опубликованных в

журналах Q1 и Q2).
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T. Géraud // 2019 International Conference on Document Analysis and

Recognition Workshops (ICDARW). Vol. 4. — 2019. — P. 19—24.

178. You Only Recognize Once: Towards Fast Video Text Spotting [Текст] /

Z. Cheng [et al.] // Proceedings of the 27th ACM International Conference on

Multimedia. — New York, NY, USA : Association for Computing Machinery,

2019. — P. 855—863.

179. HighRes-net: Multi-Frame Super-Resolution by Recursive Fusion [Электрон-

ный ресурс] / M. Deudon [и др.]. — 2020. — URL: https://openreview.net/

forum?id=HJxJ2h4tPr (дата обр. 06.11.2022).

180. A Video Deblurring Algorithm Based on Motion Vector and An Encorder-De-

coder Network [Текст] / S. Zhang [et al.] // IEEE Access. — 2019. —

Vol. 7. — P. 86778—86788.

181. AdderNet and its Minimalist Hardware Design for Energy-Efficient Artificial

Intelligence [Текст] / Y. Wang [et al.] // CoRR. — 2021. — Vol. arX-

iv/2101.10015v2.

182. ShiftAddNet: A Hardware-Inspired Deep Network [Текст] / H. You [et al.] //

CoRR. — 2020. — Vol. arXiv/2010.12785.

183. Kernel Based Progressive Distillation for Adder Neural Networks [Текст] /

Y. Xu [et al.] // Proceedings of the 34th International Conference on Neu-

ral Information Processing Systems. — Vancouver, BC, Canada : Curran

Associates Inc., 2020. — (NIPS’20). — Art. No. 1033.

https://openreview.net/forum?id=HJxJ2h4tPr
https://openreview.net/forum?id=HJxJ2h4tPr


304

184. DeepShift: Towards Multiplication-Less Neural Networks [Текст] / M. El-

houshi [et al.] // 2021 IEEE/CVF Conference on Computer Vision and

Pattern Recognition Workshops (CVPRW). — 2021. — P. 2359—2368.

185. Training Quantized Neural Networks With a Full-Precision Auxiliary Module

[Текст] / B. Zhuang [et al.] // 2020 IEEE/CVF Conference on Computer

Vision and Pattern Recognition (CVPR). — 2020. — P. 1485—1494.

186. Simulate-the-Hardware: Training Accurate Binarized Neural Networks for

Low-Precision Neural Accelerators [Текст] / J. Li [et al.] // Proceedings of

the 24th Asia and South Pacific Design Automation Conference. — Tokyo,

Japan : Association for Computing Machinery, 2019. — P. 323—328. —

(ASPDAC ’19).

187. Hybrid 8-Bit Floating Point (HFP8) Training and Inference for Deep Neural

Networks [Текст] / X. Sun [et al.] // Proceedings of the 33rd International

Conference on Neural Information Processing Systems. — Red Hook, NY,

USA : Curran Associates Inc., 2019.

188. Stable Low-Rank Tensor Decomposition for Compression of Convolutional

Neural Network [Текст] / A.-H. Phan [et al.] // Computer Vision – ECCV

2020 / ed. by A. Vedaldi [et al.]. — Cham : Springer International Publishing,

2020. — P. 522—539.

189. Avoine, G. ePassport: Securing International Contacts with Contactless

Chips [Текст] / G. Avoine, K. Kalach, J.-J. Quisquater // Financial Cryp-

tography and Data Security / ed. by G. Tsudik. — Berlin, Heidelberg :

Springer Berlin Heidelberg, 2008. — P. 141—155.

190. Национальный стандарт РФ ГОСТ Р ИСО/МЭК 7810-2015 «Карты

идентификационные. Физические характеристики» [Текст]. — М. : Стан-

дартинформ, 2018. — 16 с.

191. ISO/IEC 7810:2003 Identification cards – Physical characteristics [Электрон-

ный ресурс]. — 2003. — URL: https://www.iso.org/standard/31432.html

(дата обр. 06.11.2022).

192. European Union, C. of the. PRADO – Public Register of Authentic

identity and travel Documents Online [Электронный ресурс] /

C. of the European Union. — URL: https://www.consilium.europa.eu/prado

(дата обр. 06.11.2022).

https://www.iso.org/standard/31432.html
https://www.consilium.europa.eu/prado


305

193. AAMVA DL/ID Card Design Standard (2020) [Электронный ресурс]. —

URL: https://www.aamva.org/assets/aamva-dl- id-card-design-standard-

(2020) (дата обр. 06.11.2022).

194. �BAGL<A, �. Геометрия камеры и структура движения [Электронный

ресурс] / А. Конушин. — 2012. — URL: https://www.graphicon.ru/ru/

courses/vision2-2011/lecture06 (дата обр. 06.11.2022).

195. Image noise [Электронный ресурс]. — URL: http://en.wikipedia.org/wiki/

Image_noise (дата обр. 06.11.2022).

196. &DBCK9A>B, �. 2. Методы сжатия изображений, аудиосигналов и видео.

Учебное пособие по дисциплине «Теоретическая информатика» [Текст] /

А. Ю. Тропченко, А. А. Тропченко. — Санкт-Петербург, 2009. — 108 с.

197. Compression artifact [Электронный ресурс]. — URL: https://en.wikipedia.

org/wiki/Compression_artifact (дата обр. 06.11.2022).

198. Hartley, R.Multiple View Geometry in Computer Vision [Текст] / R. Hartley,

A. Zisserman. — 2-е изд. — Cambridge University Press, 2004.

199. Алгоритмы поиска границ печатных символов, используемые при опти-

ческом распознавании символов [Текст] / В. Л. Арлазаров [и др.] //

ИТиВС / под ред. Ю. С. Попков. — Адрес: 119333, г. Москва, ул. Ва-

вилова, д.44, кор.2, 2004. — № 4. — С. 59—70.

200. Способы защиты документов [Электронный ресурс]. — 2011. — URL: http:

//www.bnti.ru/showart.asp?aid=940&lvl=01.03.05 (дата обр. 06.11.2022).

201. Skoryukina, N. Fast Method of ID Documents Location and Type Identifica-

tion for Mobile and Server Application [Текст] / N. Skoryukina, V. Arlazarov,

D. Nikolaev // 2019 International Conference on Document Analysis and

Recognition (ICDAR). — 2019. — P. 850—857.

202. Smart ID Engine – распознавание удостоверений личности [Электронный

ресурс]. — 2023. — URL: https://smartengines.ru/smart-idreader (дата обр.

16.02.2023).

203. Lowe, D. Object recognition from local scale-invariant features [Текст] /

D. Lowe // Proceedings of the Seventh IEEE International Conference on

Computer Vision. Vol. 2. — 1999. — P. 1150—1157.

204. Receptive Fields Selection for Binary Feature Description [Текст] / B. Fan

[et al.] // IEEE Transactions on Image Processing. — 2014. — Vol. 23,

no. 6. — P. 2583—2595.

https://www.aamva.org/assets/aamva-dl-id-card-design-standard-(2020)
https://www.aamva.org/assets/aamva-dl-id-card-design-standard-(2020)
https://www.graphicon.ru/ru/courses/vision2-2011/lecture06
https://www.graphicon.ru/ru/courses/vision2-2011/lecture06
http://en.wikipedia.org/wiki/Image_noise
http://en.wikipedia.org/wiki/Image_noise
https://en.wikipedia.org/wiki/Compression_artifact
https://en.wikipedia.org/wiki/Compression_artifact
http://www.bnti.ru/showart.asp?aid=940&lvl=01.03.05
http://www.bnti.ru/showart.asp?aid=940&lvl=01.03.05
https://smartengines.ru/smart-idreader


306

205. BEBLID: Boosted efficient binary local image descriptor [Текст] / I. Suárez

[et al.] // Pattern Recognition Letters. — 2020. — Vol. 133. — P. 366—372.

206. Trzcinski, T. Learning Image Descriptors with Boosting [Текст] / T. Trzcin-

ski, M. Christoudias, V. Lepetit // IEEE Transactions on Pattern Analysis

and Machine Intelligence. — 2015. — Vol. 37, no. 3. — P. 597—610.

207. MIDV-500: A Dataset for Identity Document Analysis and Recognition on

Mobile Devices in Video Stream [Текст] / V. V. Arlazarov [et al.] // Computer

Optics / ed. by V. A. Soyfer. — 151, Molodogvardeyskaya street, Samara,

443001, 2019. — Vol. 43, no. 5. — P. 818—824.

208. Bulatov, K. MIDV-2019: challenges of the modern mobile-based document

OCR [Текст] / K. Bulatov, D. Matalov, V. V. Arlazarov // Twelfth Inter-

national Conference on Machine Vision (ICMV 2019). Vol. 11433 / ed. by

W. Osten, D. P. Nikolaev. — International Society for Optics, Photonics.

SPIE, 2020. — 114332N.

209. Fischler, M. A. Random Sample Consensus: A Paradigm for Model Fitting

with Applications to Image Analysis and Automated Cartography [Текст] /

M. A. Fischler, R. C. Bolles // Commun. ACM. — New York, NY, USA,

1981. — Vol. 24, no. 6. — P. 381—395.

210. Viability of Viola-Jones method for the problem of image classification

[Текст] / A. Sheshkus [et al.] // Eleventh International Conference on Ma-

chine Vision (ICMV 2018). Vol. 11041 / ed. by A. Verikas [et al.]. —

International Society for Optics, Photonics. SPIE, 2019. — 110410E.

211. Kuhn, H. W. Nonlinear programming [Текст] / H. W. Kuhn, A. W. Tucker //

Proceedings of 2nd Berkeley Symposium. Berkeley: University of California

Press. — 1951. — P. 481—492.

212. %4D496, �. �. Выделение графических примитивов для анализа структу-

ры документа на примере локализации печатей [Текст] / А. А. Сараев,

Д. П. Николаев // ИТиС 2012. — ИППИ РАН, 2012. — С. 371—376.

213. �D?4;4DB6, �. �. Локализация образа печати на документе, удостоверяю-

щем личность, методом машинного обучения [Текст] / В. В. Арлазаров,

Д. П. Маталов, С. А. Усилин // Труды ИСА РАН / под ред. Ю. С. Поп-

ков. — 119312, г. Москва, проспект 60-летия Октября, д.9, к.501, 2018. —

Т. 68, Спецвыпуск № S1. — С. 158—166.



307

214. Smart IDReader: Document Recognition in Video Stream [Текст] / K. Bula-

tov [et al.] // 2017 14th IAPR International Conference on Document Analysis

and Recognition (ICDAR). Vol. 06. — 2017. — P. 39—44.

215. Анализ особенностей использования стационарных и мобильных малораз-

мерных цифровых видео камер для распознавания документов [Текст] /

В. В. Арлазаров [и др.] // ИТиВС / под ред. Ю. С. Попков. — Адрес:

119333, г. Москва, ул. Вавилова, д.44, кор.2, 2014. — № 3. — С. 71—81.

216. Gradient-based learning applied to document recognition [Текст] / Y. Le-

cun [et al.] // Proceedings of the IEEE. — 1998. — Vol. 86, no. 11. —

P. 2278—2324.

217. Krizhevsky, A. ImageNet Classification with Deep Convolutional Neural Net-

works [Текст] / A. Krizhevsky, I. Sutskever, G. E. Hinton // Commun.

ACM. — New York, NY, USA, 2017. — Vol. 60, no. 6. — P. 84—90.

218. DeepFace: Closing the Gap to Human-Level Performance in Face Verification

[Текст] / Y. Taigman [et al.] // 2014 IEEE Conference on Computer Vision

and Pattern Recognition. — 2014. — P. 1701—1708.

219. Moosavi-Dezfooli, S.-M. DeepFool: a simple and accurate method to fool deep

neural networks [Текст] / S.-M. Moosavi-Dezfooli, A. Fawzi, P. Frossard //

CoRR. — 2016. — Vol. arXiv/1511.04599.

220. The Limitations of Deep Learning in Adversarial Settings [Текст] / N. Pa-

pernot [et al.] // 2016 IEEE European Symposium on Security and Privacy

(EuroS&P). — 2016. — P. 372—387.

221. Su, J. One Pixel Attack for Fooling Deep Neural Networks [Текст] / J. Su,

D. V. Vargas, K. Sakurai // IEEE Transactions on Evolutionary Computa-

tion. — 2019. — Vol. 23, no. 5. — P. 828—841.

222. Park, S. C. Super-resolution image reconstruction: a technical overview

[Текст] / S. C. Park, M. K. Park, M. G. Kang // IEEE Signal Processing

Magazine. — 2003. — Vol. 20, no. 3. — P. 21—36.

223. �D?4;4DB6, �. �. Определение достоверности результатов распознавания

символа в системе Cognitive Forms [Текст] / В. В. Арлазаров, В. М. Кляц-

кин // Труды ИСА РАН / под ред. Ю. С. Попков. — 119312, г. Москва,

проспект 60-летия Октября, д.9, к.501, 2004. — Т. 5. — С. 16—30.



308

224. A Man-Machine Cooperating System Based on the Generalized Reject Model

[Текст] / S. Kimura [et al.] // 2017 14th IAPR International Conference

on Document Analysis and Recognition (ICDAR). Vol. 01. — 2017. —

P. 1324—1329.

225. Quality based frame selection for video face recognition [Текст] / K. Anan-

tharajah [et al.] // 2012 6th International Conference on Signal Processing

and Communication Systems. — 2012. — P. 1—5.

226. Haris, M. Recurrent Back-Projection Network for Video Super-Resolution

[Текст] / M. Haris, G. Shakhnarovich, N. Ukita // 2019 IEEE/CVF Confer-

ence on Computer Vision and Pattern Recognition (CVPR). — 2019. —

P. 3892—3901.

227. Mehregan, K. Super-resolution of license-plates using frames of low-resolution

video [Текст] / K. Mehregan, A. Ahmadyfard, H. Khosravi // 2019 5th Ira-

nian Conference on Signal Processing and Intelligent Systems (ICSPIS). —

2019. — P. 1—6.

228. Merino-Gracia, C. Real-time text tracking in natural scenes [Текст] / C. Meri-

no-Gracia, M. Mirmehdi // IET Computer Vision. — 2014. — Vol. 8,

no. 6. — P. 670—681.

229.  SEA<>B6, �. �. Исследование зависимости точности одновременной

реконструкции сцены и позиционирования камеры от погрешностей, вно-

симых датчиками мобильного устройства [Текст] / В. В. Мясников,

Е. А. Дмитриев // Компьютерная оптика. — 2019. — Т. 43, № 3. —

С. 492—503.

230. Polikar, R. Ensemble based systems in decision making [Текст] / R. Polikar //

IEEE Circuits and Systems Magazine. — 2006. — Vol. 6, no. 3. — P. 21—45.

231. On combining classifiers [Текст] / J. Kittler [et al.] // IEEE Transactions on

Pattern Analysis and Machine Intelligence. — 1998. — Vol. 20, no. 3. —

P. 226—239.

232. Оценка качества входных изображений в системах распознавания видео-

потока [Текст] / Т. С. Чернов [и др.] // ИТиВС / под ред. П. Ю. Соло-

монович. — Адрес: 119333, г. Москва, ул. Вавилова, д.44, кор.2, 2017. —

№ 4. — С. 71—82.



309

233. Bulatov, K. Reducing overconfidence in neural networks by dynamic variation

of recognizer relevance [Текст] / K. Bulatov, D. Polevoy // ECMS 2015. —

2015. — P. 488—491.

234. Fiscus, J. A post-processing system to yield reduced word error rates: Recog-

nizer Output Voting Error Reduction (ROVER) [Текст] / J. Fiscus // 1997

IEEE Workshop on Automatic Speech Recognition and Understanding Pro-

ceedings. — 1997. — P. 347—354.

235. Yujian, L. A Normalized Levenshtein Distance Metric [Текст] / L. Yujian,

L. Bo // IEEE Transactions on Pattern Analysis and Machine Intelligence. —

2007. — Vol. 29, no. 6. — P. 1091—1095.

236. Chernyshova, Y. S. Two-Step CNN Framework for Text Line Recognition

in Camera-Captured Images [Текст] / Y. S. Chernyshova, A. V. Sheshkus,

V. V. Arlazarov // IEEE Access. — 2020. — Vol. 8. — P. 32587—32600.

237. Hartl, A. Real-time Detection and Recognition of Machine-Readable Zones

with Mobile Devices [Текст] / A. Hartl, C. Arth, D. Schmalstieg // Pro-

ceedings of the 10th International Conference on Computer Vision Theory

and Applications - Volume 1: VISAPP, (VISIGRAPP 2015). — INSTICC.

SciTePress, 2015. — P. 79—87.

238. �D?4;4DB6, �. �. Накопительные контексты в задаче распознавания

[Текст] / В. Л. Арлазаров, А. Е. Марченко, Д. Л. Шоломов // Труды ИСА

РАН / под ред. Ю. С. Попков. — 119312, г. Москва, проспект 60-летия

Октября, д.9, к.501, 2014. — Т. 64, № 4. — С. 64—72.

239. �G?4FB6, �. Выбор оптимальной стратегии комбинирования покадровых

результатов распознавания символа в видеопотоке [Текст] / К. Булатов //

ИТиВС / под ред. Ю. С. Попков. — Адрес: 119333, г. Москва, ул. Вави-

лова, д.44, кор.2, 2017. — № 3. — С. 45—55.

240. Ricci, V. Fitting ditributions with R [Электронный ресурс] / V. Ricci. —

2005. — URL: https://cran.r-project.org/doc/contrib/Ricci-distributions-

en.pdf (дата обр. 06.11.2022).

241. Ongaro, A. A generalization of the Dirichlet distribution [Текст] / A. Ongaro,

S. Migliorati // Journal of Multivariate Analysis. — 2013. — Vol. 114. —

P. 412—426.

https://cran.r-project.org/doc/contrib/Ricci-distributions-en.pdf
https://cran.r-project.org/doc/contrib/Ricci-distributions-en.pdf


310

242. Connor, R. J. Concepts of Independence for Proportions with a Generaliza-

tion of the Dirichlet Distribution [Текст] / R. J. Connor, J. E. Mosimann //

Journal of the American Statistical Association. — 1969. — Vol. 64,

no. 325. — P. 194—206.

243. Ng, K. W. Dirichlet and Related Distributions: Theory, Methods and Appli-

cations [Текст] / K. W. Ng, G.-L. Tian, M.-L. Tang. — 2011.

244. Elfadaly, F. G. Eliciting Dirichlet and Connor–Mosimann prior distribu-

tions for multinomial models [Текст] / F. G. Elfadaly, P. H. Garthwaite //

TEST. — 2013. — Vol. 22. — P. 628—646.

245. Fang, K. W. Symmetric Multivariate and Related Distributions [Текст] /

K. W. Fang. — Chapman & Hall, 2017. — 230 p.

246. Ronning, G. Maximum likelihood estimation of dirichlet distributions

[Текст] / G. Ronning // Journal of Statistical Computation and Simula-

tion. — 1989. — Vol. 32, no. 4. — P. 215—221.

247. Robitzsch, A. sirt: Supplementary Item Response Theory Models [Электрон-

ный ресурс] / A. Robitzsch. — URL: https : / / cran . r - project . org /web/

packages/sirt/index.html (дата обр. 06.11.2022).

248. Migliorati, S. A structured Dirichlet mixture model for compositional

data: inferential and applicative issues [Текст] / S. Migliorati, A. Ongaro,

G. S. Monti // Statistics and Computing. — 2017. — Vol. 27. — P. 963—983.

249. Migliorati, S. FlexDir: Tools to Work with the Flexible Dirichlet Distribution

[Электронный ресурс] / S. Migliorati, A. M. D. Brisco, M. Vestrucci. — URL:

https://cran.r-project.org/web/packages/FlexDir/index.html (дата обр.

06.11.2022).

250. Li, Y. Goodness-of-Fit tests for Dirichlet Distributions with Applications:

PhD Thesis [Текст] / Y. Li. — 2015.

251. Stephens, M. A. Goodness of Fit, Anderson–Darling Test of [Текст] /

M. A. Stephens // Encyclopedia of Statistical Sciences. — John Wiley &

Sons, Ltd, 2006.

252. Статистический анализ данных, моделирование и исследование вероят-

ностных закономерностей. Компьютерный подход [Текст] / Б. Ю. Лемеш-

ко [и др.]. — НИЦ ИНФРА-М, 2015. — 890 с.

https://cran.r-project.org/web/packages/sirt/index.html
https://cran.r-project.org/web/packages/sirt/index.html
https://cran.r-project.org/web/packages/FlexDir/index.html


311

253. �B?PL96, �. Таблицы математической статистики [Текст] / Л. Большев,

Н. Смирнов. — М. : Наука, 1983. — 416 с.

254. Bechhofer, R. E. Truncation of the bechhofer-kiefer-sobel sequential proce-

dure for selecting the multinomial event which has the largest probability

(ii): extended tables and an improved procedure [Текст] / R. E. Bechhofer,

D. M. Goldsman // Communications in Statistics - Simulation and Compu-

tation. — 1986. — Vol. 15, no. 3. — P. 829—851.

255. Huang, W.-T. Selecting the Best Population with Two Controls: An Em-

pirical Bayes Approach [Текст] / W.-T. Huang, Y.-T. Lai // Advances in

Ranking and Selection, Multiple Comparisons, and Reliability: Methodology

and Applications / ed. by N. Balakrishnan, H. N. Nagaraja, N. Kannan. —

Boston, MA : Birkhäuser Boston, 2005. — P. 133—142.

256. Kareev, I. Lower bounds for the expected sample size of sequential proce-

dures for selecting and ranking of binomial and Poisson populations [Текст] /

I. Kareev // Lobachevskii Journal of Mathematics. — 2016. — Vol. 37. —

P. 455—465.

257. He, J. Posterior probability calculation procedure for recognition rate com-

parison [Текст] / J. He, Q. Fu // Journal of Systems Engineering and

Electronics. — 2016. — Vol. 27, no. 3. — P. 700—711.

258. Malloy, M. L. The Sample Complexity of Search over Multiple Populations

[Текст] / M. L. Malloy, G. Tang, R. D. Nowak // CoRR. — 2013. —

Vol. arXiv/1209.1380.

259. Limonova, E. Improving neural network performance on SIMD architectures

[Текст] / E. Limonova, D. Ilin, D. Nikolaev // Eighth International Con-

ference on Machine Vision (ICMV 2015). Vol. 9875 / ed. by A. Verikas,

P. Radeva, D. Nikolaev. — International Society for Optics, Photonics. SPIE,

2015. — P. 98750L.

260. Mamalet, F. Real-Time Video Convolutional Face Finder on Embedded Plat-

forms [Текст] / F. Mamalet, S. Roux, C. Garcia // EURASIP J. Embedded

Syst. — London, GBR, 2007. — Vol. 2007, no. 1. — P. 22.



312

261. Kuznetsova, E. Viola-Jones based hybrid framework for real-time object

detection in multispectral images [Текст] / E. Kuznetsova, E. Shvets, D. Niko-

laev // Eighth International Conference on Machine Vision (ICMV 2015).

Vol. 9875 / ed. by A. Verikas, P. Radeva, D. Nikolaev. — International Soci-

ety for Optics, Photonics. SPIE, 2015. — 98750N.

262. Mastov, A. Application of Random Ferns for non-planar object detection

[Текст] / A. Mastov, I. Konovalenko, A. Grigoryev // Eighth International

Conference on Machine Vision (ICMV 2015). Vol. 9875 / ed. by A. Verikas,

P. Radeva, D. Nikolaev. — International Society for Optics, Photonics. SPIE,

2015. — P. 98750M.

263. Kopenkov, V. N. Detection and tracking of vehicles based on the videoregis-

tration information [Текст] / V. N. Kopenkov, V. V. Myasnikov // WSCG

2015: poster papers proceedings: 23rd International Conference in Central

Europe on Computer Graphics, Visualization and Computer Visionin co-oper-

ation with EUROGRAPHICS Association. — Václav Skala - UNION Agency,

2015. — P. 65—68.

264. Patterson, D. Computer organization and design (4th edition) [Текст] /

D. Patterson, J. Hennessy. — Elsevier, 2009. — 457 p.

265. Dynamic Trace-Based Analysis of Vectorization Potential of Applications

[Текст] / J. Holewinski [et al.] // SIGPLAN Not. — New York, NY, USA,

2012. — Vol. 47, no. 6. — P. 371—382.

266. Gonzalez, R. C. Digital Image Processing, 3rd edition [Текст] / R. C. Gonza-

lez, R. E. Woods. — Prentice-Hall, 2008. — 954 p.

267. Coding for Neon – Part 5: Rearranging Vectors [Электронный ресурс]. —

URL: https://community.arm.com/arm-community-blogs/b/architectures-

and-processors- blog/posts/coding- for- neon--- part- 5- rearranging- vectors

(дата обр. 08.11.2022).

268. Zekri, A. S. Enhancing the matrix transpose operation using Intel AVX

instruction set extension [Текст] / A. S. Zekri // International Journal of

Computer Science and Information Technology (IJCSIT). — 2014. — Vol. 6,

no. 3. — P. 67—78.

https://community.arm.com/arm-community-blogs/b/architectures-and-processors-blog/posts/coding-for-neon---part-5-rearranging-vectors
https://community.arm.com/arm-community-blogs/b/architectures-and-processors-blog/posts/coding-for-neon---part-5-rearranging-vectors


313

269. ARM non-confidential technical publications: Documentation [Электронный

ресурс]. — URL: https ://developer .arm.com/documentation/ (дата обр.

08.11.2022).

270. Gevorkian, D. Z. Improving Gil-Werman Algorithm for Running Min and

Max Filters [Текст] / D. Z. Gevorkian, J. T. Astola, S. M. Atourian // IEEE

Trans. Pattern Anal. Mach. Intell. — USA, 1997. — Vol. 19, no. 5. —

P. 526—529.

271. van Herk, M. A fast algorithm for local minimum and maximum filters on rect-

angular and octagonal kernels [Текст] / M. van Herk // Pattern Recognition

Letters. — 1992. — Vol. 13, no. 7. — P. 517—521.

272. �4?GL>4, �. �. Формирование обучающей выборки при использовании

искусственных нейронных сетей в задачах поиска ошибок баз данных

[Электронный ресурс] / В. В. Галушка, В. А. Фатхи. — 2013. — URL: http:

//www.ivdon.ru/magazine/archive/n2y2013/1597 (дата обр. 08.11.2022) ;

Инженерный вестник Дона, №2.

273. 37?B@, �.  . Вероятность и информация [Текст] / А. М. Яглом, И. М. Яг-

лом. — М. : Наука, 1973. — 513 с.

274. A Novel Comprehensive Database for Arabic Off-Line Handwriting Recog-

nition [Текст] / H. Alamri [et al.] // Proc. of the 11th Int. Conference

on Frontiers in Handwriting Recognition (ICFHR’2008). — 2008. —

P. 664—669.

275. Su, T. HIT-MW dataset for offline Chinese handwritten text recognition

[Текст] / T. Su, T. Zhang, D. Guan // 10th IWFHR. — 2006.

276. %46K<AE><=, �. �. Поиск размеров эталонов при распознавании тексто-

вых изображений [Текст] / Б. Д. Савчинский, С. А. Олефиренко //

Сборник трудов Международного научно-обучающего центра информа-

ционных технологий и систем НАН и МОН Украины «Перспективные

технологии обучения и учебных центров». — Киев : МННЦИТИС, Вып.

2, 2009. — С. 24—45.

277. %?46<A, ". �. Средства управления базами графических образов сим-

волов и их место в системах распознавания [Текст] / О. А. Славин //

Сборник трудов ИСА РАН «Развитие безбумажных технологий в органи-

зациях». — 1999. — С. 277—289.

https://developer.arm.com/documentation/
http://www.ivdon.ru/magazine/archive/n2y2013/1597
http://www.ivdon.ru/magazine/archive/n2y2013/1597


314

278. �D?4;4DB6, �. �. Cognitive forms – система массового ввода структу-

рированных документов [Текст] / В. В. Арлазаров, В. В. Постников,

Д. Л. Шоломов // Труды ИСА РАН / под ред. Ю. С. Попков. — 119312, г.

Москва, проспект 60-летия Октября, д.9, к.501, 2002. — Т. 1. — С. 35—46.

279. �969ALF9=A, �. �. Двоичные коды с исправлением выпадений, вставок

и замещений символов [Текст] / В. И. Левенштейн // Доклады Академий

Наук СССР. — 1965. — Т. 163, № 4. — С. 845—848.

280. #BEFA<>B6, �. �. Автоматическая идентификация и распознавание

структурированных документов [Текст] / В. В. Постников. — 2001. —

Дисс. на соискание уч. ст. канд. техн. наук.

281. Gupta, A. Synthetic Data for Text Localisation in Natural Images [Текст] /

A. Gupta, A. Vedaldi, A. Zisserman // 2016 IEEE Conference on Computer

Vision and Pattern Recognition (CVPR). — 2016. — P. 2315—2324.

282. Acquiring Custom OCR System with Minimal Manual Annotation [Текст] /

J. Hula [et al.] // 2020 IEEE Third International Conference on Data Stream

Mining & Processing (DSMP). — 2020. — P. 231—236.

283. Ren, X. A CNN Based Scene Chinese Text Recognition Algorithm With Syn-

thetic Data Engine [Текст] / X. Ren, K. Chen, J. Sun // CoRR. — 2016. —

Vol. arXiv/1604.01891.

284. Chernyshova, Y. S. Generation method of synthetic training data for mobile

OCR system [Текст] / Y. S. Chernyshova, A. V. Gayer, A. V. Sheshkus //

Tenth International Conference on Machine Vision (ICMV 2017). Vol. 10696 /

ed. by A. Verikas [et al.]. — International Society for Optics, Photonics.

SPIE, 2018. — 106962G.

285. Alonso, E. Adversarial Generation of Handwritten Text Images Conditioned

on Sequences [Текст] / E. Alonso, B. Moysset, R. Messina // 2019 Inter-

national Conference on Document Analysis and Recognition (ICDAR). —

2019. — P. 481—486.

286. Fröhling, L. Feature-based detection of automated language models: tack-

ling GPT-2, GPT-3 and Grover [Текст] / L. Fröhling, A. Zubiaga // PeerJ

Computer Science. — 2021. — Vol. 7. — 10.7717/peerj-cs.443.



315

287. Character sequence prediction method for training data creation in the task

of text recognition [Текст] / P. K. Zlobin [et al.] // Fourteenth International

Conference on Machine Vision (ICMV 2021). Vol. 12084 / ed. by W. Osten,

D. Nikolaev, J. Zhou. — International Society for Optics, Photonics. SPIE,

2022. — 120840R.

288. Krizhevsky, A. Learning Multiple Layers of Features from Tiny Images [Элек-

тронный ресурс] / A. Krizhevsky. — 2009. — URL: http://www.cs.toronto.

edu/~kriz/learning-features-2009-TR.pdf (visited on 11/08/2022).

289. Simard, P. Best practices for convolutional neural networks applied to visual

document analysis [Текст] / P. Simard, D. Steinkraus, J. Platt // Seventh

International Conference on Document Analysis and Recognition, 2003. Pro-

ceedings. — 2003. — P. 958—963.

290. Gayer, A. V. Effective real-time augmentation of training dataset for

the neural networks learning [Текст] / A. V. Gayer, Y. S. Chernyshova,

A. V. Sheshkus // Eleventh International Conference on Machine Vision

(ICMV 2018). Vol. 11041 / ed. by A. Verikas [et al.]. — International Society

for Optics, Photonics. SPIE, 2019. — P. 110411I.

291. Dosovitskiy, A. Unsupervised feature learning by augmenting single images

[Текст] / A. Dosovitskiy, J. T. Springenberg, T. Brox // CoRR. — 2014. —

Vol. arXiv/1312.5242.

292. Skoryukina, N. S. 2D art recognition in uncontrolled conditions using

one-shot learning [Текст] / N. S. Skoryukina, D. P. Nikolaev, V. V. Ar-

lazarov // Eleventh International Conference on Machine Vision (ICMV

2018). Vol. 11041 / ed. by A. Verikas [et al.]. — International Society for

Optics, Photonics. SPIE, 2019. — 110412E.

293. Методы аугментации обучающих выборок в задачах классификации изоб-

ражений [Текст] / С. О. Емельянов [и др.] // Сенсорные системы. —

117485, Москва, Профсоюзная улица, дом 90, 2018. — Т. 32, № 3. —

С. 236—245.

294. Nandedkar, A. V. SPODS: A Dataset of Color-Official Documents and Detec-

tion of Logo, Stamp, and Signature [Текст] / A. V. Nandedkar, J. Mukherjee,

S. Sural // Computer Vision, Graphics, and Image Processing / ed. by

http://www.cs.toronto.edu/~kriz/learning-features-2009-TR.pdf
http://www.cs.toronto.edu/~kriz/learning-features-2009-TR.pdf


316

S. Mukherjee [et al.]. — Cham : Springer International Publishing, 2017. —

P. 219—230.

295. Matalov, D. P. Modification of the Viola-Jones approach for the detection of

the government seal stamp of the Russian Federation [Текст] / D. P. Matalov,

S. A. Usilin, V. V. Arlazarov // Eleventh International Conference on Machine

Vision (ICMV 2018). Vol. 11041 / ed. by A. Verikas [et al.]. — International

Society for Optics, Photonics. SPIE, 2019. — 110411Y.

296. MIDV-2020: A Comprehensive Benchmark Dataset for Identity Document

Analysis [Текст] / K. B. Bulatov [et al.] // Computer Optics. — 2022. —

Vol. 46, no. 2. — P. 252—270.

297. MIDV-LAIT: A Challenging Dataset for Recognition of IDs with Per-

so-Arabic, Thai, and Indian Scripts [Текст] / Y. Chernyshova [et al.] //

Document Analysis and Recognition – ICDAR 2021 / ed. by J. Lladós, D. Lo-

presti, S. Uchida. — Cham : Springer International Publishing, 2021. —

P. 258—272.

298. Document Liveness Challenge Dataset (DLC-2021) [Текст] / D. V. Polevoy

[et al.] // Journal of Imaging. — 2022. — Vol. 8, no. 7. — Art. No. 181.

299. Wikipedia. Category: Serbian masculine given names [Электронный ре-

сурс]. — URL: https://en.wikipedia.org/wiki/Category:Serbian_masculine_

given_names (дата обр. 08.11.2022).

300. Fantasy name generators: Azerbaijani names [Электронный ресурс]. — URL:

https://www.fantasynamegenerators.com/azerbaijani-names.php (дата обр.

08.11.2022).

301. Generated Photos [Электронный ресурс]. — URL: https://generated.photos/

(дата обр. 08.11.2022).

302. Karras, T. A Style-Based Generator Architecture for Generative Adversarial

Networks [Текст] / T. Karras, S. Laine, T. Aila // 2019 IEEE/CVF Con-

ference on Computer Vision and Pattern Recognition (CVPR). — 2019. —

P. 4396—4405.

303. Dutta, A. The VIA Annotation Software for Images, Audio and Video

[Текст] / A. Dutta, A. Zisserman // Proceedings of the 27th ACM In-

ternational Conference on Multimedia. — Nice, France : Association for

Computing Machinery, 2019. — P. 2276—2279. — (MM ’19).

https://en.wikipedia.org/wiki/Category:Serbian_masculine_given_names
https://en.wikipedia.org/wiki/Category:Serbian_masculine_given_names
https://www.fantasynamegenerators.com/azerbaijani-names.php
https://generated.photos/


317

304. Council Regulation (EC) No 2252/2004 of 13 December 2004 on standards

for security features and biometrics in passports and travel documents issued

by Member States [Электронный ресурс]. — 2004. — URL: https ://eur -

lex.europa.eu/eli/reg/2004/2252/oj (дата обр. 13.02.2023).

305. �4@<AE>4S, &. #. Исследование рельефа пленочных дифракционных

оптических элементов [Текст] / Т. П. Каминская, В. В. Попов, А. М. Са-

лецкий // Компьютерная оптика. — 2016. — Т. 40, № 2. — С. 215—224.

306. Stock Images, Royalty-Free Pictures, Illustrations and Videos [Электрон-

ный ресурс]. — 2022. — URL: https ://www. istockphoto .com (дата обр.

13.02.2023).

307. Центр Тонких Оптических Технологий [Электронный ресурс]. — 2022. —

URL: https://center-tot.ru (дата обр. 13.02.2023).

308. Advanced Hough-based method for on-device document localization [Текст] /

D. V. Tropin [et al.] // Computer Optics / ed. by V. A. Soyfer. — 151,

Molodogvardeyskaya street, Samara, 443001, 2021. — Vol. 45, no. 5. —

P. 702—712.

309. Approach for Document Detection by Contours and Contrasts [Текст] /

D. V. Tropin [et al.] // 2020 25th International Conference on Pattern Recog-

nition (ICPR). — 2021. — P. 9689—9695.

310. Improved algorithm of ID card detection by a priori knowledge of the docu-

ment aspect ratio [Текст] / D. V. Tropin [et al.] // Thirteenth International

Conference on Machine Vision. Vol. 11605 / ed. by W. Osten, D. P. Nikolaev,

J. Zhou. — International Society for Optics, Photonics. SPIE, 2021. —

116051F.

311. Impact of geometrical restrictions in RANSAC sampling on the ID docu-

ment classification [Текст] / N. Skoryukina [et al.] // Twelfth International

Conference on Machine Vision (ICMV 2019). Vol. 11433 / ed. by W. Os-

ten, D. P. Nikolaev. — International Society for Optics, Photonics. SPIE,

2020. — P. 1143306.

312. Chiron, G. ID documents matching and localization with multi-hypothesis

constraints [Текст] / G. Chiron, N. Ghanmi, A. M. Awal // 2020 25th Interna-

tional Conference on Pattern Recognition (ICPR). — 2021. — P. 3644—3651.

https://eur-lex.europa.eu/eli/reg/2004/2252/oj
https://eur-lex.europa.eu/eli/reg/2004/2252/oj
https://www.istockphoto.com
https://center-tot.ru


318

313. Chiron, G. Fast End-to-End Deep Learning Identity Document Detection,

Classification and Cropping [Текст] / G. Chiron, F. Arrestier, A. M. Awal //

Document Analysis and Recognition – ICDAR 2021 / ed. by J. Lladós, D. Lo-

presti, S. Uchida. — Cham : Springer International Publishing, 2021. —

P. 333—347.

314. BusiNet – a Light and Fast Text Detection Network for Business Documents

[Текст] / O. Naparstek [et al.] // CoRR. — 2022. — Vol. arXiv/2207.01220.

315. Sheshkus, A. V. Transfer of a high-level knowledge in HoughNet neural

network [Текст] / A. V. Sheshkus, D. Nikolaev // Twelfth International

Conference on Machine Vision (ICMV 2019). Vol. 11433 / ed. by W. Os-

ten, D. P. Nikolaev. — International Society for Optics, Photonics. SPIE,

2020. — P. 1143322.

316. HoughNet: Neural Network Architecture for Vanishing Points Detection

[Текст] / A. Sheshkus [et al.] // 2019 International Conference on Document

Analysis and Recognition (ICDAR). — 2019. — P. 844—849.

317. Fast projective image rectification for planar objects with Manhattan struc-

ture [Текст] / J. Shemiakina [et al.] // Twelfth International Conference on

Machine Vision (ICMV 2019). Vol. 11433 / ed. by W. Osten, D. P. Niko-

laev. — International Society for Optics, Photonics. SPIE, 2020. — 114331N.

318. Baniadamdizaj, S. Localization Using DeepLab in Document Images Taken by

Smartphones [Текст] / S. Baniadamdizaj // Digital Interaction and Machine

Intelligence / ed. by C. Biele [et al.]. — Cham : Springer International

Publishing, 2022. — P. 63—74.

319. Dizaj, S. B. A New Image Dataset for Document Corner Localization [Текст] /

S. B. Dizaj, M. Soheili, A. Mansouri // 2020 International Conference on

Machine Vision and Image Processing (MVIP). — 2020. — P. 1—4.

320. Line detection via a lightweight CNN with a Hough layer [Текст] /

L. Teplyakov [et al.] // Thirteenth International Conference on Machine Vi-

sion. Vol. 11605 / ed. by W. Osten, D. P. Nikolaev, J. Zhou. — International

Society for Optics, Photonics. SPIE, 2021. — 116051B.



319

321. Sheshkus, A. Tiny CNN for feature point description for document analysis:

approach and dataset [Текст] / A. Sheshkus, A. Chirvonaya, V. L. Ar-

lazarov // Computer Optics / ed. by V. A. Soyfer. — 151, Molodog-

vardeyskaya street, Samara, 443001, 2022. — Vol. 46, no. 3. — P. 429—435.

322. RFDoc: Memory Efficient Local Descriptors for ID Documents Localization

and Classification [Текст] / D. Matalov [et al.] // Document Analysis and

Recognition – ICDAR 2021 / ed. by J. Lladós, D. Lopresti, S. Uchida. —

Cham : Springer International Publishing, 2021. — P. 209—224.

323. Bayesian Feature Fusion Using Factor Graph in Reduced Normal Form

[Текст] / A. Buonanno [et al.] // Applied Sciences. — 2021. — Vol. 11,

no. 4. — Art. No. 1934.

324. Face Detection in Camera Captured Images of Identity Documents Under

Challenging Conditions [Текст] / S. Bakkali [et al.] // 2019 International

Conference on Document Analysis and Recognition Workshops (ICDARW).

Vol. 4. — 2019. — P. 55—60.

325. Towards a unified framework for identity documents analysis and recognition

[Текст] / K. B. Bulatov [et al.] // Computer Optics / ed. by V. A. Soyfer. —

151, Molodogvardeyskaya street, Samara, 443001, 2022. — Vol. 46, no. 3. —

P. 436—454.

326. Fast Implementation of 4-bit Convolutional Neural Networks for Mobile De-

vices [Текст] / A. Trusov [et al.] // 2020 25th International Conference on

Pattern Recognition (ICPR). — 2021. — P. 9897—9903.

327. MRZ code extraction from visa and passport documents using convolutional

neural networks [Текст] / Y. Liu [et al.] // International Journal of Document

Analysis and Recognition. — 2022. — Vol. 25. — P. 29—39.

328. Weighted combination of per-frame recognition results for text recognition in

a video stream [Текст] / O. O. Petrova [et al.] // Computer Optics / ed. by

V. A. Soyfer. — 151, Molodogvardeyskaya street, Samara, 443001, 2021. —

Vol. 45, no. 1. — P. 77—89.



320

329. Bulatov, K. B. A Method to Reduce Errors of String Recognition Based on

Combination of Several Recognition Results with Per-Character Alternatives

[Текст] / K. B. Bulatov // Bulletin of the South Ural State University, Series:

Mathematical Modelling, Programming and Computer Software. — 2019. —

Vol. 12, no. 3. — P. 74—88.

330. Chernov, T. S. Application of dynamic saliency maps to the video stream

recognition systems with image quality assessment [Текст] / T. S. Cher-

nov, S. A. Ilyuhin, V. V. Arlazarov // Eleventh International Conference

on Machine Vision (ICMV 2018). Vol. 11041 / ed. by A. Verikas [et al.]. —

International Society for Optics, Photonics. SPIE, 2019. — 110410T.

331. A Method of Image Quality Assessment for Text Recognition on Camera-Cap-

tured and Projectively Distorted Documents [Текст] / J. Shemiakina [et al.] //

Mathematics. — 2021. — Vol. 9, no. 17. — Art. No. 2155.

332. Bulatov, K. On optimal stopping strategies for text recognition in a video

stream as an application of a monotone sequential decision model [Текст] /

K. Bulatov, N. Razumnyi, V. V. Arlazarov // International Journal of Docu-

ment Analysis and Recognition. — 2019. — Vol. 22. — P. 303—314.

333. Bulatov, K. Next integrated result modelling for stopping the text field recog-

nition process in a video using a result model with per-character alternatives

[Текст] / K. Bulatov, B. Savelyev, V. V. Arlazarov // Twelfth International

Conference on Machine Vision (ICMV 2019). Vol. 11433 / ed. by W. Os-

ten, D. P. Nikolaev. — International Society for Optics, Photonics. SPIE,

2020. — P. 114332M.

334. Bulatov, K. Determining Optimal Frame Processing Strategies for Real-Time

Document Recognition Systems [Текст] / K. Bulatov, V. V. Arlazarov //

Document Analysis and Recognition – ICDAR 2021 / ed. by J. Lladós, D. Lo-

presti, S. Uchida. — Cham : Springer International Publishing, 2021. —

P. 273—288.

335. Bulatov, K. Fast Approximate Modelling of the Next Combination Result for

Stopping the Text Recognition in a Video [Текст] / K. Bulatov, N. Fedotova,

V. V. Arlazarov // 2020 25th International Conference on Pattern Recognition

(ICPR). — 2021. — P. 239—246.



321

336. Polevoy, D. V. Choosing the best image of the document owner’s photograph

in the video stream on the mobile device [Текст] / D. V. Polevoy, M. A. Aliev,

D. P. Nikolaev // Thirteenth International Conference on Machine Vision.

Vol. 11605 / ed. by W. Osten, D. P. Nikolaev, J. Zhou. — International

Society for Optics, Photonics. SPIE, 2021. — 116050F.

337. Al-Ghadi, M. CheckScan: a reference hashing for identity document quality

detection [Текст] / M. Al-Ghadi, P. Gomez-Krämer, J.-C. Burie // Fourteenth

International Conference on Machine Vision (ICMV 2021). Vol. 12084 / ed. by

W. Osten, D. Nikolaev, J. Zhou. — International Society for Optics, Photon-

ics. SPIE, 2022. — 120840J.

338. Myasnikov, E. Detection of Sensitive Textual Information in User Photo Al-

bums on Mobile Devices [Текст] / E. Myasnikov, A. Savchenko // 2019

International Multi-Conference on Engineering, Computer and Information

Sciences (SIBIRCON). — 2019. — P. 0384—0390.

339. Kopeykina, L. Automatic Privacy Detection in Scanned Document Images

Based on Deep Neural Networks [Текст] / L. Kopeykina, A. V. Savchenko //

2019 International Russian Automation Conference (RusAutoCon). —

2019. — P. 1—6.

340. Automated detection of unstructured context-dependent sensitive information

using deep learning [Текст] / H. Ahmed [et al.] // Internet of Things. —

2021. — Vol. 16. — P. 100444.

341. Analysis of Financial Payments Text Labels in the Dynamic Client Profile

Construction [Текст] / A. Startseva [et al.] // 2020 International Confer-

ence on Information Technology and Nanotechnology (ITNT). — 2020. —

P. 1—10.

342. Identity Documents Authentication based on Forgery Detection of Guilloche

Pattern [Текст] / M. Al-Ghadi [et al.] // CoRR. — 2022. — Vol. arX-

iv/2206.10989.

343. Hologram Detection for Identity Document Authentication [Текст] / O. Kada

[et al.] // Pattern Recognition and Artificial Intelligence / ed. by M. El Ya-

coubi [et al.]. — Cham : Springer International Publishing, 2022. —

P. 346—357.



322

344. A distortion model-based pre-screening method for document image tamper-

ing localization under recapturing attack [Текст] / C. Chen [et al.] // Signal

Processing. — 2022. — Vol. 200. — P. 108666.

345. �D?4;4DB6, �. �. Анализ использования проблемно-ориентированных па-

кетов данных в научных исследованиях [Текст] / В. В. Арлазаров //

ИТиВС / под ред. Ю. С. Попков. — Адрес: 119333, г. Москва, ул. Ва-

вилова, д.44, кор.2, 2022. — № 3. — С. 10—23.

346. �<@, �. �. Микропроцессоры и вычислительные комплексы семейства

«Эльбрус» [Текст] / А. К. Ким, В. И. Перекатов, С. Г. Ермаков. — СПб. :

Питер, 2013. — 272 с.

347. Российские технологии «Эльбрус» для персональных компьютеров, сер-

веров и суперкомпьютеров [Текст] / А. К. Ким [и др.] // Современные ин-

формационные технологии и ИТ-образование. Т. 10. — 2014. — С. 39—50.

348. �L<A, #. �. Ускорение вычислений с использованием высокопроизводи-

тельных математических и мультимедийных библиотек для архитектуры

Эльбрус [Текст] / П. А. Ишин, В. Е. Логинов, П. П. Васильев // Вестник

воз- душно-космической обороны. — М., 2015. — Т. 8, № 4. — С. 64—68.

349. Intel oneAPI Threading Building Blocks [Электронный ресурс]. — URL:

https : //www. intel . com/content/www/us/en/developer/ tools /oneapi /

onetbb.html (дата обр. 08.11.2022).

350. Система программирования для платформ Эльбрус и МЦСТ-R [Элек-

тронный ресурс]. — URL: http://mcst.ru/sdk (дата обр. 08.11.2022).

https://www.intel.com/content/www/us/en/developer/tools/oneapi/onetbb.html
https://www.intel.com/content/www/us/en/developer/tools/oneapi/onetbb.html
http://mcst.ru/sdk


323

#D<?B:9A<9 �

�>FO B 6A98D9A<<

 
 

��� «���А� !B?Nш9AE» 

��� / ���: 9731001888 / 772501001 

�� � 1187746473320, 14.05.2018 7. 
ЮD./ Hа>F. а8D9E: 115162, 7. �BE>6а,  

G?. ШGIB6а, 14c9, MFа: 2, CB@ 1 (BHиE 201) 
F9?.: +7 (499) 397-87-58 

e-mail: info@nvi-solutions.com 
 

 
 

 

 

��" 

B5 <ECB?P;B64A<< (6A98D9A<<) D9;G?PF4FB6 8<EE9DF4J<BAAB= D45BFO �D?4;4DB64 
�?48<@<D4 �<>FBDB6<K4 «�B5<?PAB9 D4ECB;A464A<9 < 97B CD<@9A9A<9 > 

E<EF9@9 66B84 <89AF<H<>4J<BAAOI 8B>G@9AFB6» 6 ��� «����� !B?RL9AE» 

 

 

 9;G?PF4FO 8<EE9DF4J<BAAB= D45BFO «�B5<?PAB9 D4ECB;A464A<9 < 97B 
CD<@9A9A<9 > E<EF9@9 66B84 <89AF<H<>4J<BAAOI 8B>G@9AFB6» B5?484RF 
6OEB>B= 4>FG4?PABEFPR < CD98EF46?SRF CD4>F<K9E><= <AF9D9E 8?S D9L9A<S 
;484K< 66B84 <89AF<H<>4J<BAAOI 8B>G@9AFB6 8?S 46FB@4F<;4J<< 

CD98BEF46?9A<S 54A>B6E><I GE?G7. 
 

"9IAB?B7<S D4ECB;A464A<S <89AF<H<>4J<BAAOI 8B>G@9AFB6 8?S @B5<?PAOI 
GEFDB=EF6, D4;D45BF4AA4S �D?4;4DB6O@ �.�., CB;6B?SRF G?GKL<FP >4K9EF6B < 
QHH9>F<6ABEFP CD98BEF46?9A<S 54A>B6E><I GE?G7. �4AAO9 F9IAB?B7<< 6 EBEF469 
CDB7D4@@AB7B CDB8G>F4 Smart ID Engine BF >B@C4A<< ��� «!@4DF ЭA8:<AE 
!9D6<E» 6A98D9AO >B@C4A<9= ��� «����� !B?RL9AE» <ECB?P;GRFES 6 
<AHBD@4J<BAAOI E<EF9@4I < @B5<?PAOI CD<?B:9A<SI 6 �� «�4A> ���» 

(�4;CDB@54A>) < �� «�4A> ���. Ф». 

 

 

 

 

�9A9D4?PAO= 8<D9>FBD           �9?S96 Ф<?<CC �?48<@<DB6<K 

 
 
 
 
 
 
 
 
 
 



324



325



326



327

                                               

115162, 7. МоE>64, G?. Ш45о?о6>4, 8. 31, EFD. Б, 8 800 333 0 999, www.alfastrah.ru 

 
 
 
 

АК& 
>5 8A?>;P7>64=88 (6=98@9=88) @97C;PB4B>6 88AA9@B4F8>==>9 

@45>BO А@;474@>64 В;488<8@4 В8:B>@>68G4 «М>58;P=>9 
@4A?>7=464=89 8 97> ?@8<9=9=89 : A8AB9<9 66>84 

889=B8D8:4F8>==OE 8>:C<9=B>6» 6 АО «А;PD4%B@4E>64=89» 
 

 

$9;G?PF4FO 8<EE9DF4J<BAAB= D45BFO «�B5<?PAB9 
D4ECB;A464A<9 < 97B CD<@9A9A<9 > E<EF9@9 66B84 
<89AF<H<>4J<BAAOI 8B>G@9AFB6» 4>FG4?PAO < CD98EF46?ONF 
CD4>F<K9E><= <AF9D9E 8?O D9L9A<O ;484K< 66B84 8B>G@9AFB6 6 
<AHBD@4J<BAAOI E<EF9@4I < CD<?B:9A<OI. 

 

� EBEF469 CDB7D4@@AOI CDB8G>FB6 ��� «%@4DF ЭA8:<AE 
%9D6<E», D4;D45BF4AAO9 АD?4;4DB6O@ �.�. F9IAB?B7<< CB;6B?ONF 
CB6OE<FP E>BDBEFP B5D45BF>< 8B>G@9AFB6 6 8<EF4AJ<BAAOI 
>4A4?4I B5E?G:<64A<O < 6AGFD9AA<I 5<;A9E-CDBJ9EE4I 
А?PH4%FD4IB64A<9. 

 
 

 

 

�<D9>FBD 

BC9D4J<BAAB7B 89C4DF4@9AF4     КBD9J>4O �.�. 
 



328



329

ffi smartengineý'

17.>2.2023 Ne 005

HaNs. >F..

�>F

>5 <E?>?L7�64=<� (6=54D5=<�) D57G?LF4F>6 4<EE5DF4F<>==>� D45>FO �D?474D>64

6?44<<<D4 �<>F>D>6<G4 ><>5<?L=>5 D4G?>7=464=<5 < 57> ?D<<5=5=<5 > G<EF5<5 66>44

<45=F<D<�4F<>==O% 4>>G<5=F>6D 6 ?D>7D5<<=OE ?D>4G>F4E ��� >%<4DF -=46<=E

%5D6<E>

�4EF>OM<= 4>F 6O44� �.�. �D?474$>6G 4?/ ?D54>EF46?5=<O 6 fl<EE5DF4F<>==O= E>65F,

E6<45F5?LEF6GNM<= > F><, GF> D57G?LF4FO 4<EE5DF4F<>==>= D45>FO ><>5<?L=>5

D4E?>7=464=<5 < 57> ?D<<5=5=<5 > E<EF5<5 66>44 <45=F<D<>4F<>==OE 4>>G<5=F>6D

6=54D5=O 6 E5<5=EF6> ?D>7D4<<=OE ?D>4G>F>6 D4E?>7=464=<O <7>5D465=<= 4>>G<5=F>6, 4

<<5==>:

- �D>7D4<<4 4/lO D4E?>7=464=<O <45=F<D<>4F<>==OE >4DF ?<G=>EF< "smart lDReader"

- �D>7D4<<4 ?><E>4 ??>E><E D<7<4=OE >5N5>F>6 "Smart ARTour"

- �D>7D4<<4 D4E?>7=464=<O ?D<7=4>>6 ?><<==>EF< "sm4rt Document F>r5?siEs"

- Sm4rt lD Engine

- Smart Document Engine

- Smart Code �?gi?5

'>474==O5 ?D>7D4<</ 6=54D5=/ 6 D47?<G=/E >5?4EFO% M>>=><<>< < G?D46?5=<O. &4>,

D4E?>7=464=<5 D>EE<=E>>7> ?4E?>DF4 <E?>?L7G5FEO DllO ?D>F5EE>6 D57<EFD4F<<

?>?L7>64F5?5� 654GM<E 54=>>6 $$ - &<=L>>DD, �?LD4-54=>, �47?D><54=>, �F>DOF<5,

$4=DD4=75�, $>E54=>, �><$$ &>G>4 54=>, %>6>><54=F �&% 54=>, %>G< �D54<F �4=>, ���, <

DO4 D57<>=4?L=OE 54=>>6. $4E?>7=464=<5 6>4<F5?LE><E G4>EF>65D5=<=,,,E6<45F5?LEF6 >

D57<EFD4F<� FD4=E?>DF�OE ED54EF6, ?4E?>DF>6 FD4=E?>DF=OE ED54EF6 < ?4E?>DF4 7D4644= $$

6=54D5=/ 6 DO45 EFD4E>6OE >><?4=<� - �=7>EFD4E, �?LD4-E7D4E>64=<5, $�%�-�4D4=F<O,

%>7?4E<5.

�><??5>% D4E?>7=464�<O 4>>G<5=F>D 6E57> �<D4, 6>?NG4NM<� ?4E?>DF4 210 E7D4= <

>D74=<74F<=, 6=G7D5==<E <45=F<D<>4F<>==OE >4DF, 6<4>6 =4 6<F5?LEF6> < 6>4<F5?LE><E

G4>EF>65D5=<= 6E5E ErD4" <=D4, 6=54D5= 6 54=>5 ���$, E5D6<E5 iDenfy, travizory >m4? �r4,

Bank, Emirates NDB, Dukascopy Swiss Banking Group, Kaspi.kz < DO45 4DG7<E >DG?=OE

>D74=<74F<=.

� >5?4EF� <>5<?LFi>� E6O7<, >?5D4F>DO �&%, �<?4== < �574D>= <E?>?L7GNF E>744==O=

>><??5>E 4?O <45=F<D<>4F<< 45>=5=F>6 ?D< ?D>4465 SlM-KapT.

FD4=E?>DF=4O >FD4E?L 4>F<6=> <E?>?L7G5F ?D>7D4<<=O= < ?D>7D4<<=>-4??4D4F=O=

>><??5>EO <45=F<D<>4F<<, E>744==O= =4 >E=>65 G>474==OE ?D>7D4<<. &4>, $6fl <E?>?L3G5F

57> <O ?D>446< 65?57=>4>D>6=OE 5<?5F>6 6 850 >4EE4E, <564G=4D>4=O= >>=7?><5D4F SITA,

%FD. '1 
| 2

]; +7 (495) 649-82-60

�: office@SmartengineS,rU

httpS://smartengineS, ru

��� %<4DF -=46<=E %5D6<E 1 1731 2, 7>D>4 �>E>64,

��$�: 1167746085297 ?D->F 60-�5F<O �>FO5DO, 4. 9

�=�|7728328449



330

ffi sm47t5?gi?5ý'

17.02,2>23 Ns 005

HaNe. >F..

46<4>><?4=<< Turkish �irli?5s < Croatia Airlines <E?>?L7GNF <>5<?L=GN E<EF5<G

D4E?>7=464=<O <O D57<EFD4F<< =4 D5�E, 4 6 4MD>?>Dry ,5D5<UFL56> ?D>7D4<<=>-

4??4D4F=O= >><??5>E <E?>?L7G5FEO 4?O 46F><4F<G5E>>r> ?5D5E5G5=<O 7D4=<FO. �DG?=5�,��

>?5D4F>D >DG<7=OE ?<=<= 6 <<D5 RCCL <E?>?L7G5F 57> <O ?D>446< 5<?5F>6 < ?D>E>44 =4

?4==5DO.

%>744==O= >><??5>E <E?>?L7G5FEO E<EF5<>� <77>F>6?5=<O < 6O44G< ?4E?�$&��-

6<7>6OE 4>>G<5=F>6 �% ��$. �O =G64 $�% $>EE<< ?D>7D4<<=O� >><??5>E <E?>?L7G5FEO 6

<>5<?L=>< ?D<?>65=<< D57<EFD4F<< E4<>74=OFOE < ��. &4>65 ?D>7D4<<=>-4??4D4F=/�

>><??5>E <E?>?L7G5FEO <O 6O44G< -&� DG>>6>4<F5?O< >D74=<74F<�.

%>744==O= E>6<5EF=> E ><F4=E>>= >><?4=<5= Pixsur ?D>7D4<<=>-4??4$4F=O�

>><??5>E <E?>?L7>64?EO 4?O D57<EFD4F<< ?>E5F<F5?5= EF44<>=>6 6> 6D5<O G5<?<>=4F4 <�$4

?> DG75>?G 6 �4F4D5.

�5M55 G<E?> , >D74=<74F<=, <E?>?L7GNM<E D5GJ5=<O, ?>EFD>5==O5 =4 �%���5

?5D5G<E?5==OE ?D>7D4<<, E>EF46?O5F 5>?55 200 ?> 6E5<G <<DG.

�E?>?=<F5?L=O= 4<D5>F>D
��� <%<4DF -=46<=E %5D6?E>>

'E<?<= %5D75= �?5>E4=4D>6<G

f; +7 (495) 649-82-60

�: office@Smartengines.ru

https://smartengi neS. rG

��� %<4DF -=46<=E %5D6<E 1 1731 2, 7>D>4 �>E>64,

��$�: 1167746085297 ?D->760-�5F<O �>7O5DO, 4. 9

���:7728328449

�4
>

%FD.2 |2



331



332

#D<?B:9A<9 �

$9;G?PF4FO <AF9??9>FG4?PAB= 89SF9?PABEF<



333

US010354142B2 

( 12 ) United States Patent 
Arlazarov et al . 

( 10 ) Patent No . : US 10 , 354 , 142 B2 
( 45 ) Date of Patent : Jul . 16 , 2019 

( 54 ) METHOD FOR HOLOGRAPHIC ELEMENTS 
DETECTION IN VIDEO STREAM 

( 56 ) References Cited 
U . S . PATENT DOCUMENTS 

( 71 ) Applicant : Smart Engines Service LLC , Moscow 
( RU ) 9 , 442 , 459 B2 * 9 / 2016 Dluhos . . . . . . . . . . . . . . . . GO3H 1 / 0005 

( 72 ) FOREIGN PATENT DOCUMENTS 
CN CN 

Inventors : Vladimir Viktorovich Arlazarov , 
Moscow ( RU ) ; Timofey Sergeevich 
Chernov , Dzerzhinsky ( RU ) ; Dmitry 
Petrovich Nikolaev , Moscow ( RU ) ; 
Natalya Sergeevna Skoryukina , 
Domodedovo ( RU ) ; Oleg Anatolyevitch 
Slavin , Moscow ( RU ) 

101915617 B 8 / 2012 
103196560 A 7 / 2013 

( Continued ) 

OTHER PUBLICATIONS 

( 73 ) Assignee : SMART ENGINES SERVICE LLC , 
Moscow ( RU ) 

Hartl , A . , et al . , AR - Based Hologram Detection on Security Docu 
ments Using a Mobile Phone , Springer International Publishing , 
2014 , pp . 335 - 346 . 

( Continued ) ( * ) Notice : Subject to any disclaimer , the term of this 
patent is extended or adjusted under 35 
U . S . C . 154 ( b ) by 152 days . 

( 21 ) Appl . No . : 15 / 668 , 455 
( 22 ) Filed : Aug . 3 , 2017 

Primary Examiner — Abolfazl Tabatabai 
( 74 ) Attorney , Agent , or Firm — Procopio ; Mark W . 
Catanese ; Noel C . Gillespie 

( 57 ) ( 65 ) Prior Publication Data 
US 2018 / 0247125 A1 Aug . 30 , 2018 

( 30 ) Foreign Application Priority Data 

Feb . 27 , 2017 ( RU ) . . . . . . . . . . . . . 2017106048 

( 51 ) Int . Ci . 
G06K 9 / 00 ( 2006 . 01 ) 
G06K 9 / 46 ( 2006 . 01 ) 

( Continued ) 
( 52 ) U . S . CI . 

CPC . . . . . . GOOK 9 / 00711 ( 2013 . 01 ) ; G06K 9 / 00442 
( 2013 . 01 ) ; G06K 9 / 2054 ( 2013 . 01 ) ; 
( Continued ) 

( 58 ) Field of Classification Search 
CPC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . GO6K 9 / 00 ; G06F 3 / 00 

( Continued ) 

ABSTRACT 
A method for detecting holographic elements in a video 
stream containing images in the form of documents 
includes : processing of a video stream in which the docu 
ment image is stabilized ; constructing saturation and color 
tone maps ; analyzing color characteristics in image regions ; 
constructing histograms of color characteristics ; estimating 
a change in the color characteristics at least in part based on 
data obtained by calculating a difference between the his 
tograms of a current and a previous frame ; constructing an 
integrated map of hologram presence estimates by combin 
ing calculated estimates for all video stream frames based at 
least in part on the estimation of the change in color 
characteristics ; and determining final regions of the holo 
graphic elements based at least in part on the integrated map 
of the hologram presence estimates . 

15 Claims , 4 Drawing Sheets 

100 

110 

RGB FRAME DOCUMENT 
120 140 

130 
HOLOGRAM 



334



335



336



337



338



339



340



341



342



343



344



345



346



347



348



349



350



351



352



353



354



355



356



357



358


	Введение
	Автоматический анализ и распознавание изображений документов методами компьютерного зрения
	Введение
	Методы предварительной обработки изображения документа
	Нормализация изображений документов
	Цветокоррекция и улучшение качества изображения
	Бинаризация изображений документов

	Методы классификации, поиска и извлечения информации на изображениях
	Классификация и локализация документа по особым точкам
	Локализация границ документа
	Классификация и локализация по общему виду

	Методы анализа содержания документов
	Методы анализа структуры документа
	Применение искусственных нейронных сетей для распознавания символов и слов
	Постобработка результатов распознавания

	Применение методов анализа и распознавания изображений документов
	Извлечение атрибутов
	Сравнение и проверка документов
	Распознавание документов, удостоверяющих личность

	Дополнительные вопросы систем анализа и распознавания документов
	Распознавание видеопоследовательностей
	Оптимизация быстродействия алгоритмов распознавания

	Выводы по главе

	Распознавание и ввод идентификационных документов
	Введение
	Документ, удостоверяющий личность: особенности и применение распознавания
	Особенности формирования изображений для цифровых фото и видео устройств
	Особенности систем распознавания изображений документов, полученных с фото и видео устройств
	Сложности распознавания изображений
	Оценка качества изображения

	Локализация и идентификация документов
	Дескрипторы для задачи локализации и классификации ID-документов
	Алгоритм выбора лучшего шаблона
	Идентификационные документы с «бедным» шаблоном

	Поиск текстовых полей
	Предобработка изображения
	Выделение строк и текстовых полей
	Сопоставление найденных полей шаблону зоны документа

	Особенности распознавания текстовой строки
	Проверка подлинности
	Сверка избыточных данных
	Распознавание текста на изображении оттиска печати
	Контроль способа нанесения текстовой информации

	Модель универсальной системы распознавания документов, удостоверяющих личность
	Определения
	Подход к построению

	Выводы по главе

	Распознавание объектов в видеопотоке
	Введение
	Модель системы распознавания в видеопотоке
	Особенности процесса распознавания в видеопотоке
	Описание системы распознавания объектов в видеопотоке
	Постановки задач

	Выбор кадров и комбинирование результатов распознавания
	Возможные подходы к комбинированию
	Моделирование потока результатов распознавания объекта

	Проблема остановки распознавания
	Метод ограничения количества наблюдений на основе анализа популяций
	Метод последовательного принятия решения на основе моделирования следующего комбинированного результата

	Использование особенностей архитектур современных мобильных центральных процессоров для оптимизации вычислений в системах распознавания
	Алгоритм эффективного транспонирования матриц с использованием инструкций ARM NEON
	Алгоритм эффективной морфологической фильтрации изображений с использованием инструкций ARM NEON

	Выводы по главе

	Пакеты данных для оценки качества и обучения систем распознавания документов
	Введение
	Пакеты данных для обучения систем распознавания
	Методы синтеза данных для обучения и настройки алгоритмов распознавания
	Проблемы синтеза искусственных обучающих выборок

	Оценка качества работы систем распознавания идентификационных документов
	Оценка точности локализации документа
	Оценка точности определения типа документа
	Оценка точности распознавания текстовых полей
	Определение точности выделения графических полей
	Определение качества проверок подлинности

	Пакеты данных для оценки качества работы систем распознавания
	Пакет данных MIDV-500
	Пакет данных MIDV-2019
	Пакет данных MIDV-2020
	Пакет данных MIDV-LAIT
	Пакет данных MIDV-Holo
	Пакет данных DLC-2021

	Анализ использования пакетов данных MIDV в научных исследованиях
	Поиск и ректификация документов
	Поиск отдельных объектов и геометрических примитивов
	Распознавание текстовых реквизитов на изображениях и на видеопоследовательности
	Анализ качества изображения и поиск компрометирующих признаков

	Методология создания открытых пакетов данных документов, удостоверяющих личность
	Выводы по главе

	Реализация системы распознавания
	Введение
	Общая архитектура системы
	Подсистема локализации и идентификации документа
	Подсистема обработки шаблона документа
	Подсистема формирования результата распознавания документа
	Оценка быстродействия в задаче мобильного распознавания
	Оценка быстродействия в задаче массового ввода документов
	Опыт внедрения системы

	Заключение
	Основные публикации автора по теме диссертации
	Список литературы
	Акты о внедрении
	Результаты интеллектуальной деятельности

