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Hucceprauus «HcnonszoBanue npeoGpazosanus Xada B Ka4ecTBE €0 HEHPOHHON CETHY
BBIIIOJIHEHA B DenepansHOM rocyAapCTBEHHOM YUPEKIEHUU «DeaepanbHbli
uccnenoBarenbekuil neHTp «Mudopmatuka u ynpasieHue» Poccuiickolt akamemuyu Hayk» B
oraese Ne92.

B nepuon moaroroBku auccepraumu couckartens lllemxyc Anexcanap Bragmmuposuy
paboran B otaene Ne92 denepanbHOro rocyaapcTBeHHOro yupexaeHus «®DenepanbHbIi
ucenenosarensckuil neHTp «MHpopmartuka u ynpasineHue» PoccuiicKol akaJeMHM HaykK» B
JoJKHOCTH Beayiero nporpammucrta ¢ 2018 no 2020 rr., ¢ 2020 r. — B JO/KHOCTH HAYYHOrO
COTpY/HHKA. _

B 2011 r. Ilemkyc A. B. oxonunmn ®enepalbHOE TIOCYIapCTBEHHOE ABTOHOMHOE
obpasoBaresibHOe YupexKaeHHe Beiciiero o6pazoBaHus «MOCKOBCKMHA (U3UKO-TEXHUUECKHI
MHCTUTYT (TOCYJApCTBEHHBIH YHHWBEpPCUTET)» 10 HanpasieHuto mnoaroroBku 03.04.01
[Tpuknanneie maremaruka W Qusuka. C 2011 mo 2014 rr. oGyyancs B OYHOHN acnupaHType
PenepanbHOro rocyAapcTBEHHOrO yupexaeHus «@DenepanbHbli UCCIENOBATENLCKUN LEHTP
«MupopmaTtuka u ynpasneHue» Poccuiickoil akaJieMHd Hayk» MO HAIpPaBJIEHHUIO MOJATOTOBKH
05.13.11. «Maremaruyeckoe W MHporpaMMHOe 00ecleYeHHe BBIYUCIUTEIbHBIX MAalluH,
KOMIUIEKCOB M KOMITBIOTEPHBIX CeTei» U cliall KaHAUAAaTCKUE SK3aMeHb! M0 crelManbHoCcTH 1.2.2
MaremaTuueckoe MOJIeIMPOBAHUE, YUNCIEHHbBIE METOIbI U KOMILIEKCHI IIPOTPaMM.

CrnpaBka 0 cjade KaHIMJATCKUX 9K3aMeHOB BblgaHa B 2023 r. ®DeaepalbHBIM
rocyapCTBEHHBIM yupexaeHuem «DenepansHbril nccnenoBarensckuil neHtp «Mudopmaruka n
ynpasiaeHue» Poccuiickoi akaieMUH HayK».

Hayunelii pykoBouTens — KaHauaaT GuUanko-MaTeMaTHuecKux Hayk, Jimutpuit [letposny
Huxkonaes, 3amecturens qupexropa no Hayke UITTTM PAH um. A.A. Xapkesunua.



[To pesynsraram paccMoTpeHus auccepraun «Mcmons3oBanue npeobpasoBanus Xada B
Ka4yecTBe CJI0si HEMPOHHOM CeTH» MPUHATO Cle/yIollee 3aKII0YeHHE.

1. Hcnons3oBanue mnpeobpazoBaHusi Xada B KauecTBe CJIos HEHPOHHON ceTn H
MCCIIeIOBAaHUE CBOMCTB TAKUX CeTell SBIAETCS aKTyalbHOM 00J1aCThIO HAYKH.

2. Bce pesynpTaTel MpeiCcTaBICHHONW JUCCEPTALIMOHHON paboThl MOTyYeHbl COMCKATEeIeM
CaMOCTOSATENILHO TMPH HAYYHOM pPYKOBOJCTBE KaHIUJaTa (DU3HKO-MaTEeMaTHUECKUX HAYK
Huxkonaesa JI.IT.

3. IlpoBeneHHble HCCIEIOBaHUS BBIMOJHEHb aBTOPOM Ha BBICOKOM HAy4YHOM YPOBHE.
HayuHele mNONOXEHHWs M BBIBOJBI JUCCEPTALMOHHONH pabOThl TMOATBEPIKAECHBI CTPOrMMHU
MaTeMaTH4YeCKUMU J0Ka3aTeNbCTBAMU WM TPOBEPEHBbl JKCIEPUMEHTAIBHO W HE BBI3BIBAIOT
COMHEHUN.

4. HayuHast HOBU3HA JIMCCEPTALIUU 3aKII0YAETCS B CIIELYIOLIEM:

- TpPOBEJCHO OpUTHHANIBbHOE HCCIeOBaHWE TpaHchopMaLun peuenTnBHoré nosns
HEHPOHOB CETU MPU UCIOJIB30BAaHUU Npeobpa3zoBaHus Xada B KaUeCTBE CJIOs;

- MpeliokKeHa HOBasg apXUTEeKTypa CeTH, CcOocTosAwas W3 OJOKOB CBEPTOYHEIX CJIOEB,
pasieneHHBIX CJIOAMHU  npsMoro npeoOpasoBanus Xada ©  coszgaH crmocod  ee
UCIIOJIB30BAHMS U1 TIOMCKA BHELIHUX TOYEK CXO0/a;

- CcO3JaHa apXUTeKTypa HEHPOHHON CEeTH THIMAa «aBTOKOJMPOBIIHKY, COAepiamas B cede
CJIOW MPSIMOTO ¥ TPAHCIIOHUPOBAHHOTO MpeobpazoBanus Xada i MOUCKA BHYTPEHHUX
TOYEK CX0Ja Ha U300paKeHUH U CeMaHTHUYECKONH CerMEeHTalWH;

- TOKa3aHO, YTO TMpH NPUMEHEHUU TEXHOJNOTHMH TepeHoca 3HaHUH B TaKUX CETAX
NIEPEHOCATCS BEBICOKOYPOBHEBEIE, a HE, KAaK 00BIYHO, HU3KOYPOBHEBLIE MIPU3HAKH.

5. IlpakTHueckas 3HAYMMOCTH PE3yJbTATOB AUCCEPTALMOHHONW paboOTEl MOATBEPKAAETCS
MCIOJIb30BaHUSIMM B TIPOMBIIIJIEHHBIX KOMIUIEKCAX MPOrpaMM, MCHOJB3YIOIUX HEHPOCETEBEIE
anroputMel 00paboTKH U Ki1accuukauuu oObEKTOB.

6. JlocTOBEpHOCTE Pe3yJbTATOB IMOATBEPXAEHA IKCIIEPUMEHTATbHBIMU HCCIIEN0BAHUAMM
TNPEJNIOKEHHBIX anlpoOKCUMaLMi U METOJI0B.

7. OCHOBHOE cojJepiKaHHUE TUCCepTaluMu OMyONIMKOBAHO aBTOPOM JOCTATOYHO MOJHO B
creayrommx padorax:

1. A. V. Sheshkus and D. Nikolaev, “Transfer of a high-level knowledge in HoughNet
neural network,” ICMV 2019, 11433 ed., Wolfgang Osten, Dmitry Nikolaev, Jianhong
Zhou, Ed., Bellingham, Washington 98227-0010 USA, Society of Photo-Optical
Instrumentation Engineers (SPIE), Jan. 2020, vol. 11433, ISSN 0277-786X, ISBN 978-
15-10636-44-6, vol. 11433, pp. 1143322-1-1143322-6, 2020, DOI: 10.1117/12.2559454.

2. A. V. Sheshkus, D. P. Nikolaev and V. L. Arlazarov, “Houghencoder: neural network
architecture for document image semantic segmentation,” IEEE ICIP 2020, Washington,
DC, United States, IEEE Computer Society, 2020, 704 pp., ISSN 1522-4880, ISBN 978-
17-28163-96-3, pp. 1946-1950, 2020, DOI: 10.1109/1CIP40778.2020.9191182.

3. A. Sheshkus, A. Ingacheva and D. Nikolaev, “Vanishing Points Detection Using
Combination of Fast Hough Transform and Deep Learning,” ICMV 2017, 10696 ed.,



Antanas Verikas, Petia Radeva, Dmitry Nikolaev, Jianhong Zhou, Ed., Bellingham,
Washington 98227-0010 USA, Society of Photo-Optical Instrumentation Engineers
(SPIE), Apr. 2018, vol. 10696, 758 pp., ISBN 978-15-10619-41-8, vol. 10696, pp.
106960H1-106960H8, 2018, DOI: 10.1117/12.2310170.

4, A. Sheshkus, E. Limonova, D. Nikolaev and V. Krivtsov, “Combining Convolutional
Neural Networks and Hough Transform for Classification of Images Containing Lines,”
ICMV 2016, 10341 ed., Antanas Verikas, Petia Radeva, Dmitry P. Nikolaev, Wei Zhang,
Jianhong Zhou, Ed., Bellingham, Washington 98227-0010 USA, Society of Photo-
Optical Instrumentation Engineers (SPIE), July 2017, vol. 10341, ISSN 0277-786X,
ISBN 978-15-10611-31-3, wvol. 10341, pp. 103411C1-103411C5, 2017, DOIL:
10.1117/12.2268717.

5. A. Sheshkus, A. Ingacheva, V. Arlazarov and D. Nikolaev, “HoughNet: neural network
architecture for vanishing points detection,” [CDAR 2019, Manhattan, New York, U.S,,
The Institute of Electrical and Electronics Engineers (IEEE), Feb. 2020, ISSN 2379-
2140, ISBN  978-17-28130-14-9, 8978201, pp. 844-849, 2020, DOL
10.1109/ICDAR.2019.00140.

6. S. Ilyuhin, A. Sheshkus, V. Arlazarov and D. Nikolaev, “Hough Encoder for Machine
Readable Zone Localization,” Pattern Recognit. Image Anal., vol. 32, no 4, pp. 793-802,
2022, DOI: 10.1134/S1054661822040150.

7. A. Sheshkus, A. Chirvonaya, D. Matveev, D. Nikolaev and V. L. Arlazarov, “Vanishing
Point Detection with Direct and Transposed Fast Hough Transform inside the neural
network,” Computer Optics, vol. 44, no 5, pp. 737-745, 2020, DOI: 10.18287/2412-6179-
CO-676.

8. llemkyc A. B. Mcnonb3oBaHHe CBEpTOUHBIX HEHPOHHBIX ceTeil B KOMOMHALMKU C
npeoGpazoBanreM Xada s Kiaccupukauuy M300paKeHUH ¢ MPSAMBIMU JIMHHAMH //
Tpynet UCA PAH. —2017. — T. 67. — Ne 1. — C. 83-88.

9. llemkyc A. B., Yepnsimosa 10. C., Taiiep A. B., JIeinuenko A. E., Huxonaes JI. I1.
ABTOMAaTHUECKas CUCTeMa reHepaliy JaHHBIX M 00y4eHUss UCKYCCTBEHHBIX HEMPOHHBIX
cereit "Smart NNCreator" // Pocnarenr.

10. Alexander Vladimirovich SHESHKUS wu ap. — Artificial Intelligence Using
Convolutional Neural Network With Hough Transform. — Pub. No.: US 2022/0122267
Al; Patent No.: 17/ 237539. — 2022.

Hucceprauums «HMcnone3oBanue npeobpazoBanus Xada B KAUECTBE CJIOA HEMPOHHOM CETH
[llemkyca Anekcanapa BunamumupoBumya mo crenuanbHoctd 1.2.2 Maremarndeckoe
MOJEJMPOBAHME, YHUCIEHHbIE METOABl W KOMIUIEKCHI [pOrpaMM MpeACTaBifeT coOoi
CaMOCTOSITENILHO BBITIONIHEHHYIO aBTOPOM Hay4YHO-KBaJTH(PHUKALMOHHYIO paboTy, pe3yJlbTaThl
KOTOPOM HMEIOT Ba)KHOE TEOpeTHYecKoe M MpakThdeckoe 3HadeHue. OHa IOJHOCTBIO
COOTBETCTBYET KpHUTepusiM [lonokeHHMss O TIOpAAKE TMNPHCYKAEHUS YYEHBIX CTETEHEeH,
NpeIbsIBICHHBIM K KaHIUIATCKUM JMccepTalMsM, U PEKOMEHIYETCs K 3allUTe Ha COMCKaHHWe



YUEHOM CTeNneHW KaHAWJaTa TEXHWYECKUX HayK B auccepTaquoHHOM coere 24.1.224.01 npwu
DenepaibHOM OCYAAPCTBEHHOM yupeskieHun «®DeepaibHblil HMCCIENOBATENLCKUN  1ICHTP
«MHpopmaTrka 1 ynpasiaeHue» Poccuiickoi akajieMun HayK».

3aK/IroueHre MPUHATO eMHOrIACHO Ha 3ace/iaHuyi ceMuHapa otaenenus Ne9 MCA OULL
MY PAH. IlpucyrcTBoBaio Ha 3acejaHuu 13 denoBek. Pe3ysbTaThl rOJI0COBAHUA: «3a» — 13
Yell., «IIPOTUBY — HET, «BO3JEPIKATUCHY — HET, poTokoa Ne 1 ot 14 despans 2023 roxa.

Pyk. cemunapa
0. A. CnaBun

14 ¢espans 2023 r.
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