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Îáùàÿ õàðàêòåðèñòèêà ðàáîòû

Ðàáîòà ïîñâÿùåíà ðàçðàáîòêå è îáîñíîâàíèþ ìåòîäîâ ïàðàë-
ëåëüíîãî ïîêîîðäèíàòíîãî ñïóñêà äëÿ îáó÷åíèÿ îáîáùåííûõ ëèíåé-
íûõ ìîäåëåé ñ ðåãóëÿðèçàöèåé. Ðàçðàáîòàííûå ìåòîäû ïðèìåíèìû
äëÿ áîëüøèõ îáó÷àþùèõ âûáîðîê è âûïîëíåíèÿ íà âû÷èñëèòåëü-
íîì êëàñòåðå.

Àêòóàëüíîñòü òåìû. Â íàñòîÿùåå âðåìÿ âî ìíîãèõ çàäà÷àõ
ìàøèííîãî îáó÷åíèÿ è àíàëèçà äàííûõ âîçíèêàþò áîëüøèå îáó÷à-
þùèå âûáîðêè. Â êà÷åñòâå ïðèìåðà ìîæíî ïðèâåñòè çàäà÷è ïîèñêà
â èíòåðíåòå, îíëàéí ðåêëàìû, îáðàáîòêè òåêñòîâ, àíàëèçà ïîêàçàòå-
ëåé äàò÷èêîâ, ãåíåòèêè è ò.ä. Òàêèå çàäà÷è õàðàêòåðèçóþòñÿ áîëü-
øèì ÷èñëîì îáó÷àþùèõ ïðèìåðîâ, âûñîêîé ðàçìåðíîñòüþ, èëè è
òåì è äðóãèì îäíîâðåìåííî. Îáó÷àþùèå âûáîðêè, êàê ïðàâèëî, ðàç-
ðåæåííûå.Æåëàòåëüíûì ñâîéñòâîì òàêæå ÿâëÿåòñÿ ðàçðåæåííîñòü
ïîëó÷åííîãî ðåøåíèÿ. Åñëè â ýòèõ çàäà÷àõ èñïîëüçîâàòü äëÿ îáó-
÷åíèÿ òîëüêî ÷àñòü èìåþùèõñÿ äàííûõ, òî êà÷åñòâî ïðîãíîçà, êàê
ïðàâèëî, ïàäàåò. Ïîýòîìó âàæíûì íàïðàâëåíèåì èññëåäîâàíèé ÿâ-
ëÿåòñÿ ðàçðàáîòêà ìåòîäîâ ìàøèííîãî îáó÷åíèÿ, ñïåöèàëüíî ïðåä-
íàçíà÷åííûõ äëÿ áîëüøèõ âûáîðîê, à òàêæå ðàçðàáîòêà àëãîðèò-
ìîâ, ïîçâîëÿþùèõ ïðèìåíÿòü ñóùåñòâóþùèå ìåòîäû íà áîëüøèõ
âûáîðêàõ.

Îáîáùåííûå ëèíåéíûå ìîäåëè (generalized linear models, GLM)
- ýòî êëàññ ñòàòèñòè÷åñêèõ ìîäåëåé, â êîòîðûõ ïðåäïîëàãàåòñÿ, ÷òî
çàâèñèìàÿ ïåðåìåííàÿ y ñâÿçàíà ñ âåêòîðîì íåçàâèñèìûõ ïåðåìåí-
íûõ x ÷åðåç íåëèíåéíóþ ôóíêöèþ îò ñêàëÿðíîãî ïðîèçâåäåíèÿ ñ
âåêòîðîì âåñîâ βTx. Â êëàññ îáîáùåííûõ ëèíåéíûõ ìîäåëåé âõî-
äÿò: ëîãèñòè÷åñêàÿ ðåãðåññèÿ, ïðîáèò ðåãðåññèÿ, ïóàññîíîâñêàÿ ðå-
ãðåññèÿ, ëèíåéíàÿ ðåãðåññèÿ ñ êâàäðàòè÷íîé ôóíêöèåé ïîòåðü è
íåêîòîðûå äðóãèå ñòàòèñòè÷åñêèå ìîäåëè. Äëÿ îáåñïå÷åíèÿ óñòîé-
÷èâîñòè ê ïåðåîáó÷åíèþ è ñòàáèëüíîé ñõîäèìîñòè ÷èñëåííûõ ìå-
òîäîâ îáû÷íî èñïîëüçóåòñÿ ðåãóëÿðèçàöèÿ. Íàèáîëåå ÷àñòî èñïîëü-
çóåòñÿ L1 èëè L2 ðåãóëÿðèçàöèÿ. Òàêæå èíîãäà ïðèìåíÿþòñÿ îäíî-
âðåìåííî îáà âèäà ðåãóëÿðèçàöèè, äàííûé ìåòîä ïîëó÷èë íàçâàíèå
elastic net. Äëÿ ñëó÷àÿ êàòåãîðèàëüíûõ ïåðåìåííûõ èñïîëüçóåòñÿ
ðåãóëÿðèçàòîð group lasso. Áîëåå ðåäêèì ÿâëÿåòñÿ èñïîëüçîâàíèå
íåâûïóêëûõ ðåãóëÿðèçàòîðîâ SCAD èëè MCP.

Îáó÷åíèå GLM ñâîäèòñÿ ê ìèíèìèçàöèè öåëåâîé ôóíêöèè - ñóì-
ìû ýìïèðè÷åñêîãî ðèñêà è ðåãóëÿðèçàöèè. Ýòî ÿâëÿåòñÿ çàäà÷åé
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÷èñëåííîé îïòèìèçàöèè. Èñïîëüçîâàíèå L2 ðåãóëÿðèçàöèè - áîëåå
ïðîñòîå, ò.ê. ñîîòâåòñòâóþùàÿ öåëåâàÿ ôóíêöèÿ âûïóêëàÿ è ãëàä-
êàÿ. Îäíàêî ñëó÷àé íåãëàäêîãî L1 ðåãóëÿðèçàòîðà ÿâëÿåòñÿ áîëåå
ñëîæíûì. Ñóùåñòâóåò íåñêîëüêî ïîäõîäîâ ê îáó÷åíèþ îáîáùåííûõ
ëèíåéíûõ ìîäåëåé íà áîëüøèõ îáó÷àþùèõ âûáîðêàõ ñ L1 è L2 ðå-
ãóëÿðèçàöèåé.

Ïîñëåäîâàòåëüíûå àëãîðèòìû

Ïåðâûé ïîäõîä - îíëàéí îáó÷åíèå. Â îíëàéí îáó÷åíèè ýëåìåí-
òû èç îáó÷àþùåé âûáîðêè îáðàáàòûâàþòñÿ ïî îäíîìó. Ïîýòîìó
íåîáÿçàòåëüíî õðàíèòü îáó÷àþùóþ âûáîðêó â îïåðàòèâíîé ïàìÿ-
òè, åå ìîæíî ÷èòàòü ïîñëåäîâàòåëüíî ñ äèñêà èëè ïîëó÷àòü ïî ñå-
òè. Ïðèìåðàìè òàêèõ ìåòîäîâ ÿâëÿþòñÿ: ñòîõàñòè÷åñêèé ãðàäèåíò-
íûé ñïóñê (SGD), RMMP, îíëàéí îáó÷åíèå ñ óñå÷åííûì ãðàäèåí-
òîì (online learning via truncated gradient)è ìåòîä FTRL-Proximal.
Ñ îäíîé ñòîðîíû, äàííûå ìåòîäû ïîçâîëÿþò ïîëó÷èòü ðåãðåññèþ
ïðèåìëåìîãî êà÷åñòâà çà íåáîëüøîå ÷èñëî ïðîõîäîâ ïî îáó÷àþùåé
âûáîðêå. Ñ äðóãîé ñòîðîíû, â íèõ ïðèñóòñòâóåò íåñêîëüêî ãèïåðïà-
ðàìåòðîâ (òåìï îáó÷åíèÿ, ñêîðîñòü çàòóõàíèÿ òåìïà îáó÷åíèÿ, êî-
ëè÷åñòâî ïðîõîäîâ è äð.) îò êîòîðûõ ñóùåñòâåííî çàâèñèò êà÷åñòâî
ðåãðåññèè. Íà ïðàêòèêå îïòèìàëüíûå ãèïåðïàðàìåòðû ïîäáèðàþò-
ñÿ ñ èñïîëüçîâàíèåì òåñòîâîé âûáîðêè èëè êðîññ-âàëèäàöèè. Ýòà
çàäà÷à ìîæåò áûòü ñëîæíîé, òàê êàê ïðîöåäóðà îáó÷åíèÿ íà áîëü-
øîé îáó÷àþùåé âûáîðêå îáû÷íî çàíèìàåò ïðîäîëæèòåëüíîå âðåìÿ.
Ïîëåçíàÿ îñîáåííîñòü, îòëè÷àþùåé îíëàéí îáó÷åíèÿ îò îñòàëüíûõ
ìåòîäîâ - ýòî âîçìîæíîñòü îáó÷åíèÿ â ðåàëüíîì âðåìåíè (ïî ìåðå
ïðèõîäà ñâåæèõ äàííûõ), ÷òî ïîçâîëÿåò ïîäñòðàèâàòüñÿ ïîä èçìå-
íÿþùååñÿ ðàñïðåäåëåíèå.

Âòîðîé ïîäõîä - ýòî ìåòîäû ïîêîîðäèíàòíîãî ñïóñêà. Ìåòîäû
ïîêîîðäèíàòíîãî ñïóñêà ïî î÷åðåäè îáíîâëÿþò îäíó èëè íåñêîëü-
êî ïåðåìåííûõ, ñòðåìÿñü ìèíèìèçèðîâàòü öåëåâóþ ôóíêöèþ èëè
ïðèáëèæåíèå ê íåé. Ìåòîäû ïîêîîðäèíàòíîãî ñïóñêà óíèâåðñàëü-
íû è ïîçâîëÿþò ðàáîòàòü êàê ñ L1, òàê è ñ L2 ðåãóëÿðèçàöèåé. Â
ñòàòüå 1 ïðîâåäåíî ñðàâíåíèå áîëüøîãî ÷èñëà ìåòîäîâ äëÿ ðåøå-

1A Comparison of Optimization Methods and Software for Large-scale L1-
regularized Linear Class�cation / Guo-Xun Yuan, Kai-Wei Chang, Cho-Jui Hsieh,
Chih-Jen Lin // Journal of Machine Learning Research - 2010 - Vol. 11 - P. 3183-
3234.
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íèÿ çàäà÷è ëèíåéíîé êëàññèôèêàöèè ñ L1 ðåãóëÿðèçàöèåé è ñäåëàí
âûâîä, ÷òî ìåòîäû ïîêîîðäèíàòíîãî ñïóñêà ðàáîòàþò ëó÷øå âñåãî.
Íà ïðàêòèêå ÷àùå âñåãî èñïîëüçóþòñÿ ñëåäóþùèå àëãîðèòìû ýòî-
ãî òèïà: BBR, GLMNET, newGLMNET. Âñå ýòè ìåòîäû ðàáîòàþò
ïîñëåäîâàòåëüíî íà îäíîì ñåðâåðå. Òàêæå èõ ïðîãðàììíûå ðåàëè-
çàöèè òðåáóþò çàãðóçêè îáó÷àþùåé âûáîðêè â îïåðàòèâíóþ ïàìÿòü
(RAM).

Òðåòèé ïîäõîä - êâàçèíüþòîíîâñêèå ìåòîäû Limited Memory
BFGS (L-BFGS), TRON. Êâàçèíüþòîíîâñêèå ìåòîäû ýôôåêòèâíî
ðåøàþò çàäà÷ó îïòèìèçàöèè â ñëó÷àå âûïóêëîé ãëàäêîé öåëåâîé
ôóíêöèè, ò.å. ïðèìåíèìû òîëüêî äëÿ L2 ðåãóëÿðèçàöèè.

Ïàðàëëåëüíûå àëãîðèòìû

Â ïîñëåäíåå âðåìÿ âñå ÷àùå âñòðå÷àþòñÿ çàäà÷è, â êîòîðûõ
îáó÷àþùèå âûáîðêå íàñòîëüêî áîëüøèå, ÷òî äàæå îïèñàííûå ìåòî-
äû (ïðåäíàçíà÷åííûå äëÿ âûïîëíåíèÿ íà îäíîì ñåðâåðå) ðàáîòàþò
ñëèøêîì äîëãî. Äëÿ ðåøåíèÿ ýòîé ïðîáëåìû íåîáõîäèìî ìîäèôè-
öèðîâàòü îïèñàííûå âûøå ìåòîäû, àäàïòèðîâàâ èõ äëÿ ïàðàëëåëü-
íîãî âûïîëíåíèÿ íà îäíîì ñåðâåðå ñ íåñêîëüêèìè ïðîöåññîðàìè èëè
â ðàñïðåäåëåííîé ñèñòåìå.

Óíèâåðñàëüíûì ñïîñîáîì ïàðàëëåëüíîé îïòèìèçàöèè ÿâëÿåòñÿ
ìåòîä �Alternating direction method of multipliers� (ADMM). Îí ïðè-
ìåíèì äëÿ çàäà÷ îïòèìèçàöèè, âîçíèêàþùèõ ïðè îáó÷åíèè GLM ñ
ðåãóëÿðèçàöèåé. Ðàçíûå âàðèàíòû ADMM îáåñïå÷èâàþò ïàðàëëå-
ëèçì êàê ïî îáó÷àþùèì ïðèìåðàì, òàê è ïî ïåðåìåííûì. Îáðàòíîé
ñòîðîíîé óíèâåðñàëüíîñòè ÿâëÿåòñÿ ìåäëåííàÿ ñõîäèìîñòü ìåòîäà
ADMM.

Àëãîðèòìû îíëàéí îáó÷åíèÿ ìîãóò âûïîëíÿòüñÿ ïàðàëëåëüíî â
ðàñïðåäåëåííûõ ñèñòåìàõ. Îáó÷àþùàÿ âûáîðêà ðàçäåëÿåòñÿ ìåæäó
ñåðâåðàìè ïî ïðèìåðàì, íà êàæäîé ïîäâûáîðêå îáó÷àåòñÿ íåçàâèñè-
ìî îáó÷àþòñÿ êëàññèôèêàòîðû è óñðåäíÿþòñÿ ïîñëå êàæäîé ýïîõè.
Óñðåäíåííûé âåêòîð âåñîâ èñïîëüçóåòñÿ êàê íà÷àëüíîå ïðèáëèæå-
íèå íà ñëåäóþùåé ýïîõå, è ò.ä. Äàííûé ïîäõîä èìååò òå æå ïëþñû
è ìèíóñû, ÷òî è ïîñëåäîâàòåëüíîå îíëàéí îáó÷åíèå íà îäíîì ñåð-
âåðå. Óñêîðåíèå îò êîëè÷åñòâà óçëîâ êëàñòåðà - ñóáëèíåéíîå, ÷òî
ÿâëÿåòñÿ íåäîñòàòêîì.

Êâàçèíüþòîíîâñêèå ìåòîäû Limited Memory BFGS (L-BFGS),
TRON ìîãóò áûòü ýôôåêòèâíî ðàñïàðàëëåëåíû äëÿ âûïîëíåíèÿ
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íà êëàñòåðå ïðè ðàçáèåíèè îáó÷àþùåé âûáîðêè ïî ïðèìåðàì.
Åñòåñòâåííîå îáîáùåíèå ìåòîäîâ ïîêîîðäèíàòíîãî ñïóñêà - ýòî

âûïîëíåíèå ïàðàëëåëüíûõ øàãîâ ïî íåñêîëüêèì ïåðåìåííûì. Èìåí-
íî òàê ðàáîòàåò àëãîðèòì Shotgun. Îí îñíîâàí íà ïàðàëëåëüíûõ
øàãàõ ïî ñëó÷àéíî âûáðàííûì ïåðåìåííûì. Íåäîñòàòêîì ýòîãî àë-
ãîðèòìà ÿâëÿåòñÿ òî, ÷òî ñóùåñòâóåò âåðõíèé ïðåäåë ïî êîëè÷åñòâó
ïàðàëëåëüíûõ îáíîâëåíèé, ïðè êîòîðîì àëãîðèòì ñõîäèòñÿ. Ýòîò
ïðåäåë çàâèñèò îò îáó÷àþùåé âûáîðêè è åãî òåîðåòè÷åñêèå îöåí-
êè òÿæåëî âû÷èñëèìû íà ïðàêòèêå. Â àëãîðèòìå GRock ìíîæåñòâî
ïåðåìåííûõ äëÿ îáíîâëåíèÿ âûáèðàåòñÿ æàäíî, ò.å. øàãè âûïîëíÿ-
þòñÿ ïî íåñêîëüêèì ïåðåìåííûì, äàþùèì íàèáîëüøåå óìåíüøåíèå
öåëåâîé ôóíêöèè. Ïðîâåäåííûå ÷èñëåííûå ýêñïåðèìåíòû ïîêàçàëè,
÷òî àëãîðèòì GRock ñõîäèòñÿ áûñòðåå, ÷åì ïàðàëëåëüíûé âàðèàíò
FISTA è ADMM. Àëãîðèòì Shotgun ìîæåò áûòü çàïóùåí â ðàñïðå-
äåëåííîé ñèñòåìå ñ ïîìîùüþ òåõíîëîãèè Stale Synchronous Parallel
Parameter Server (SSPPS). Òàêæå, êàê è ñòàíäàðòíûé Shotgun, äàí-
íûé âàðèàíò íå âñåãäà ñõîäèòñÿ.

Àëüòåðíàòèâíûé ïîäõîä ê ðàñïàðàëëåëèâàíèþ ïîêîîðäèíàòíî-
ãî ñïóñêà ñîñòîèò â òîì, ÷òîáû, íå ìåíÿÿ ïîñëåäîâàòåëüíîñòè âû-
÷èñëåíèé (ñ òî÷êè çðåíèÿ ìàòåìàòèêè), óñêîðèòü èõ, ðàñïðåäåëèâ
îïåðàöèè ìåæäó ïðîöåññîðàìè. Ïëþñîì äàííîãî ïîäõîäà ÿâëÿåò-
ñÿ ãàðàíòèðîâàííàÿ ñõîäèìîñòü è õîðîøåå óñêîðåíèå. Íåäîñòàòêîì
ÿâëÿåòñÿ íåîáõîäèìîñòü çàãðóæàòü îáó÷àþùóþ âûáîðêó â ïàìÿòü
GPU (êîòîðàÿ ìåíüøå RAM) à òàêæå îòíîñèòåëüíàÿ äîðîãîâèçíà
ñåðâåðîâ ñ GPU.

Öåëü äèññåðòàöèîííîé ðàáîòû - èññëåäîâàíèå ìåòîäîâ ïî-
êîîðäèíàòíîãî ñïóñêà äëÿ îáó÷åíèÿ îáîáùåííûõ ëèíåéíûõ ìîäåëåé
ñ ðåãóëÿðèçàöèåé. Ðàçðàáîòêà ìåòîäîâ, ïðèìåíèìûõ äëÿ áîëüøèõ
îáó÷àþùèõ âûáîðîê è âûïîëíåíèÿ íà âû÷èñëèòåëüíîì êëàñòåðå.

Ìåòîäû èññëåäîâàíèÿ. Â äàííîé ðàáîòå èñïîëüçîâàíû, ñ îä-
íîé ñòîðîíû, òåîðåòè÷åñêèå ìåòîäû èññëåäîâàíèÿ, îïèðàþùèåñÿ íà
ìàòåìàòè÷åñêèé àíàëèç è ëèíåéíóþ àëãåáðó; ñ äðóãîé ñòîðîíû, èñ-
ïîëüçóåòñÿ ìåòîä ÷èñëåííîãî ýêñïåðèìåíòà íà âû÷èñëèòåëüíîì êëà-
ñòåðå.

Îñíîâíûå ïîëîæåíèÿ, âûíîñèìûå íà çàùèòó:

1. Ìåòîä ìèíèìèçàöèè ôóíêöèé ðèñêà îáîáùåííûõ ëèíåéíûõ
ìîäåëåé ñ ðåãóëÿðèçàöèåé �elastic net� - d-GLMNET.

2. Äîñòàòî÷íûå ðåçóëüòàòû ñõîäèìîñòè ìåòîäà è ëèíåéíîé ñêî-
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ðîñòè ñõîäèìîñòè ìåòîäà d-GLMNET.

3. Ìåòîä �àñèíõðîííîé áàëàíñèðîâêè íàãðóçêè� äëÿ îáåñïå÷åíèÿ
ýôôåêòèâíîãî âûïîëíåíèÿ ìåòîäà d-GLMNET ïðè íàëè÷èè ìåä-
ëåííûõ óçëîâ êëàñòåðà.

4. ×èñëåííûå ýêñïåðèìåíòû, äîêàçûâàþùèå, ÷òî ìåòîä d-GLMNET
ïîëó÷àåò ðàçðåæåííûå ðåøåíèÿ ïðè èñïîëüçîâàíèè L1 ðåãó-
ëÿðèçàöèè.

5. ×èñëåííûå ýêñïåðèìåíòû, äîêàçûâàþùèå, ÷òî ìåòîä d-GLMNET
áîëåå ýôôåêòèâåí, ÷åì îáùåïðèíÿòûå ìåòîäû ïðè ðàáîòå ñ
ðàçðåæåííûìè îáó÷àþùèìè âûáîðêàìè ñ âûñîêîé ðàçìåðíî-
ñòüþ ïðèçíàêîâîãî ïðîñòðàíñòâà.

6. Îáùåäîñòóïíàÿ ïðîãðàììíàÿ ðåàëèçàöèÿ ìåòîäà d-GLMNET:
https://github.com/IlyaTrofimov/dlr

Íàó÷íàÿ íîâèçíà äàííîé ðàáîòû çàêëþ÷àåòñÿ â ðàçðàáîòêå
íîâîãî ìåòîäà ìèíèìèçàöèè ôóíêöèé ðèñêà îáîáùåííûõ ëèíåéíûõ
ìîäåëåé ñ ðåãóëÿðèçàöèåé �elastic net�. Ìåòîä îñíîâàí íà ïàðàëëåëü-
íîì ïîêîîðäèíàòíîì ñïóñêå. Ìåòîä ýôôåêòèâíî ðàáîòàåò ñ áîëüøè-
ìè îáó÷àþùèìè âûáîðêàìè (big data) ñ èñïîëüçîâàíèåì âû÷èñëè-
òåëüíîãî êëàñòåðà. Íàó÷íîé íîâèçíîé îáëàäàþò òåîðåòè÷åñêèå ðå-
çóëüòàòû îòíîñèòåëüíî ñõîäèìîñòè ìåòîäà, à òàêæå ìîäèôèêàöèÿ
ìåòîäà (àñèíõðîííàÿ áàëàíñèðîâêà íàãðóçêè), îáåñïå÷èâàþùàÿ ýô-
ôåêòèâíîå âûïîëíåíèå ïðè íåðàâíîìåðíîñòè ñêîðîñòè ðàáîòû óç-
ëîâ êëàñòåðà.

Òåîðåòè÷åñêàÿ çíà÷èìîñòü ñîñòîèò â óñòàíîâëåíèè äîñòàòî÷-
íûõ óñëîâèé ñõîäèìîñòè è ëèíåéíîé ñêîðîñòè ñõîäèìîñòè ðàçðàáî-
òàííîãî ìåòîäà d-GLMNET, â òîì ÷èñëå, äëÿ ìîäèôèêàöèè ìåòîäà
d-GLMNET, èñïîëüçóþùåé òåõíèêó àñèíõðîííîé áàëàíñèðîâêè íà-
ãðóçêè.

Ïðàêòè÷åñêàÿ çíà÷èìîñòü îïðåäåëÿåòñÿ òåì, ÷òî ðàçðàáî-
òàííûé ìåòîä d-GLMNET ïîçâîëÿåò ïðîâîäèòü îáó÷åíèå îáîáùåííûõ
ëèíåéíûõ ìîäåëåé áûñòðåå, ÷åì ïðè èñïîëüçîâàíèè îáùåïðèíÿòûõ
ìåòîäîâ, ÷òî ïîçâîëÿåò ýêîíîìèòü âû÷èñëèòåëüíûå ðåñóðñû è ïî-
ëó÷àòü áîëåå òî÷íûå ðåøåíèÿ ïðè îãðàíè÷åííîì áþäæåòå âû÷èñ-
ëèòåëüíûõ ðåñóðñîâ.
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Òåîðåòè÷åñêèå è ýêñïåðèìåíòàëüíûå ðåçóëüòàòû äàííîé ðàáîòû
èñïîëüçóþòñÿ â êóðñàõ �Ìàøèííîå îáó÷åíèå è áîëüøèå äàííûå�, êî-
òîðûå àâòîð ÷èòàë â 2015-2018 ãã. íà ôàêóëüòåòå èííîâàöèé è âûñî-
êèõ òåõíîëîãèé (ÔÈÂÒ) ÌÔÒÈ è Øêîëå àíàëèçà äàííûõ (ØÀÄ)
ßíäåêñà.

Ñòåïåíü äîñòîâåðíîñòè. Äîñòîâåðíîñòü ðåçóëüòàòîâ îáåñïå-
÷èâàåòñÿ äîêàçàòåëüñòâàìè òåîðåì è îïèñàíèÿìè âûïîëíåííûõ ýêñ-
ïåðèìåíòîâ, äîïóñêàþùèìè èõ âîñïðîèçâîäèìîñòü. Èñõîäíûé êîä
ïðîãðàìì è âûáîðêè, èñïîëüçîâàâøèåñÿ äëÿ ÷èñëåííûõ ýêñïåðè-
ìåíòîâ îáùåäîñòóïíû.

Àïðîáàöèÿ ðàáîòû. Îñíîâíûå ïîëîæåíèÿ è ðåçóëüòàòû ðàáî-
òû äîêëàäûâàëèñü àâòîðîì íà êîíôåðåíöèÿõ:

� Sixth International Workshop on Data Mining for Online Advertising
and Internet Economy, 2012, Ïåêèí;

� 22nd International Conference on World Wide Web, 2013, Ðèî-
äå-Æàíåéðî;

� Machine learning and Very Large Data Sets, 2013, Ìîñêâà;

� Seventeenth International Conference on Arti�cial Intelligence and
Statistics, 2014, Ðåéêüÿâèê;

� The 4-th International Conference on Analysis of Images, Social
Networks and Texts, 2015, Åêàòåðèíáóðã;

� Machine Learning: Prospects and Applications, 2015, Áåðëèí.

Ïóáëèêàöèè. Ïî òåìàòèêå èññëåäîâàíèé îïóáëèêîâàíî 5 ñòà-
òåé, â òîì ÷èñëå 2 ñòàòüè â èçäàíèÿõ, âõîäÿùèõ â ñïèñîê ÂÀÊ è 2
ñòàòüè, âõîäÿùèå â èíäåêñ SCOPUS .

Ñòðóêòóðà ðàáîòû. Äèññåðòàöèÿ ñîñòîèò èç ââåäåíèÿ, 5 ãëàâ,
çàêëþ÷åíèÿ, ïðèëîæåíèÿ è ñïèñêà ëèòåðàòóðû. Ìàòåðèàë èçëîæåí
íà 115 ñòð., ñîäåðæèò 19 ðèñóíêîâ, 5 òàáëèö, 18 àëãîðèòìîâ è 103
íàèìåíîâàíèé â ñïèñêå ëèòåðàòóðû.

Ëè÷íûé âêëàä äèññåðòàíòà ÿâëÿåòñÿ ðåøàþùèì âî âñåõ ðå-
çóëüòàòàõ, âûíîñèìûõ íà çàùèòó.

8



Îñíîâíîå ñîäåðæàíèå ðàáîòû

Âî ââåäåíèè îáîñíîâûâàåòñÿ àêòóàëüíîñòü âûáðàííîé òåìû èñ-
ñëåäîâàíèÿ - îáó÷åíèå íà áîëüøèõ âûáîðêàõ (big data) îáîáùåííûõ
ëèíåéíûõ ìîäåëåé ñ ðåãóëÿðèçàöèåé, ñ èñïîëüçîâàíèåì âû÷èñëè-
òåëüíîãî êëàñòåðà. Îáçîð ëèòåðàòóðû ïîêàçûâàåò, ÷òî ìåòîäû ïî-
êîîðäèíàòíîãî ñïóñêà äëÿ äàííîãî êëàññà çàäà÷, ïðåäíàçíà÷åííûå
äëÿ âûïîëíåíèÿ íà êëàñòåðå íåäîñòàòî÷íî ðàçðàáîòàíû, ÷òî è ñòà-
íîâèòñÿ òåìîé äèññåðòàöèè.

Â ãëàâå 1 ââîäÿòñÿ îñíîâíûå ïîíÿòèÿ è îïðåäåëåíèÿ, êîòî-
ðûå áóäóò èñïîëüçîâàòüñÿ â ðàáîòå. Îáîáùåííûå ëèíåéíûå ìîäåëè
(GLM) - ýòî êëàññ ñòàòèñòè÷åñêèõ ìîäåëåé, â êîòîðûõ ïðåäïîëà-
ãàåòñÿ, ÷òî çàâèñèìàÿ ïåðåìåííàÿ Y èìååò ðàñïðåäåëåíèå ñ ìàò.
îæèäàíèåì µ

E[Y ] = µ = g−1(βTx)

è äèñïåðñèåé, çàâèñÿùåé òîëüêî îò ìàò. îæèäàíèÿ

D[Y ] = φV (µ)

Ôóíêöèÿ g(·) íàçûâàåòñÿ ôóíêöèåé ñâÿçè (link function), à âåëè-
÷èíà φ - ïàðàìåòðîì äèñïåðñèè. Íàèáîëåå ÷àñòî èñïîëüçóåìûå íà
ïðàêòèêå ðàñïðåäåëåíèÿ Y ïðèíàäëåæàò ê ýêñïîíåíöèàëüíîìó ñå-
ìåéñòâó, ò.å. ôóíêöèè ïëîòíîñòè ðàñïðåäåëåíèÿ èìååò âèä

P (y|θ, φ) = exp

(
yθ − b(θ)
φ+ c(y, φ)

)
Ìîæíî ïîêàçàòü, ÷òî äëÿ ýêñïîíåíöèàëüíîãî ñåìåéñòâà

E[Y ] = b′(θ), D[Y ] = φb′′(θ)

Ôóíêöèÿ ñâÿçè íàçûâàåòñÿ êàíîíè÷åñêîé, åñëè g(·) = (b′)−1(·). Âñå
ðàññìàòðèâàåìûå â ýòîì ðàçäåëå GLM, êðîìå ïðîáèò-ðåãðåññèè,
èìåþò êàíîíè÷åñêóþ ôóíêöèþ ñâÿçè. Â ýòîì ñëó÷àå èìååì

g(µ) = g(E[Y ]) = g(b′(θ)) = θ = βTx

Òàêèì îáðàçîì, ðàñïðåäåëåíèå Y çàâèñèò îò β òîëüêî ÷åðåç ëè-
íåéíóþ êîìáèíàöèþ βTx.

P (y|x) = exp

(
yβTx− b(βTx)

φ+ c(y, φ)

)
Íàèáîëåå ÷àñòî èñïîëüçóåìûå GLM:
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� Ëèíåéíàÿ ðåãðåññèÿ, y ∈ R:

P (y|x) =
1√
2π

exp

(
(y − βTx)2

2

)
� Ëîãèñòè÷åñêàÿ ðåãðåññèÿ, y ∈ {−1,+1}:

P (y|x) =
1

1 + exp(−yβTx)

� Ïðîáèò ðåãðåññèÿ, y ∈ {−1,+1}:

P (y|x) = Φ(yβTx)

ãäå Φ(·) - ýòî ôóíêöèÿ ðàñïðåäåëåíèÿ ñòàíäàðòíîãî íîðìàëü-
íîãî ðàñïðåäåëåíèÿ

� Ïóàññîíîâñêàÿ ðåãðåññèÿ, y ∈ N:

P (y|βTx) =
exp(−λ)λn

n!
, ãäå λ = exp(βTx)

Îáó÷åíèå GLM âûïîëíÿåòñÿ ÷åðåç ìàêñèìèçàöèþ ïðàâäîïîäî-
áèÿ íà îáó÷àþùåé âûáîðêå {xi, yi}ni=1

max
β

n∏
i=1

P (yi|βTxi)

÷òî ýêâèâàëåíòíî ìèíèìèçàöèè ìèíóñ ëîã-ïðàâäîïîäîáèÿ

min
β

{
−

n∑
i=1

logP (yi|βTxi)

}
Îáîçíà÷èì

`(yi,β
Tx) = − logP (yi|βTxi)

Ôóíêöèÿ `(y, ŷ) íàçûâàåòñÿ ôóíêöèåé ïîòåðü è ìîæåò áûòü èíòåð-
ïðåòèðîâàíà êàê øòðàô çà îòëè÷èå èñòèííîãî y îò ïðåäñêàçàííîãî
ŷ. Òàêèì îáðàçîì, çàäà÷è êëàññèôèêàöèè è ðåãðåññèè ñâåëèñü ê çà-
äà÷å îïòèìèçàöèè

min
β
L(β), L(β) =

n∑
i=1

`(yi,β
Txi). (1)
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Äàííàÿ çàäà÷à ìîæåò áûòü ðàññìîòðåíà íàïðÿìóþ äëÿ çàäàííîé
ôóíêöèè `(y, ŷ), áåç ñòàòèñòè÷åñêîé èíòåðïðåòàöèè ÷åðåç îáîáùåí-
íûå ëèíåéíûå ìîäåëè. Ôóíêöèÿ L(β) íàçûâàåòñÿ òàêæå ôóíêöèåé
ýìïèðè÷åñêîãî ðèñêà.

Çàäà÷à (1) îáû÷íî ðåøàåòñÿ ñ ïîìîùüþ ÷èñëåííûõ ìåòîäîâ îï-
òèìèçàöèè. Êà÷åñòâî ðåøåíèÿ ìîæåò áûòü íåóäîâëåòâîðèòåëüíûì
ïî ñëåäóþùèì ïðè÷èíàì:

� Ðåøåíèå ìîæåò çíà÷èòåëüíî èçìåíÿòüñÿ ïðè ñêîëü óãîäíî ìà-
ëûõ èçìåíåíèÿõ îáó÷àþùåé âûáîðêè (íåêîððåêòíî ïîñòàâëåí-
íàÿ çàäà÷à);

� ×èñëåííûå ìåòîäû ìîãóò ðàáîòàòü íåñòàáèëüíî;

� Ðåøåíèå ìîæåò îáëàäàòü ïëîõîé îáîáùàþùåé ñïîñîáíîñòüþ.

Äëÿ óñòðàíåíèÿ ýòèõ ïðîáëåì ê ôóíêöèè ðèñêà äîáàâëÿþò ðåãóëÿ-
ðèçàöèþ R(β) è ðåøàåòñÿ çàäà÷à ìèíèìèçàöèè ðåãóëÿðèçîâàííîãî

ýìïèðè÷åñêîãî ðèñêà

β∗ = argmin
β

(L(β) +R(β)) (2)

Ïåðå÷èñëèì íàèáîëåå ÷àñòî èñïîëüçóåìûå âèäû ðåãóëÿðèçàöèè:

1. L1 ðåãóëÿðèçàöèÿ

R(β) = λ1‖β‖1 = λ1

p∑
k=1

|βk|

Îáëàäàåò òåì ñâîéñòâîì, ÷òî ó ðåøåíèÿ ÷àñòü êîìïîíåíò áó-
äóò íóëåâûìè. ×åì áîëüøå λ1 - òåì áîëüøå íóëåâûõ êîìïî-
íåíò. Òàêèì îáðàçîì, L1 ðåãóëÿðèçàöèÿ âûïîëíÿåò òàêæå îò-
áîð ïðèçíàêîâ. Êðîìå òîãî, L1 ðåãóëÿðèçàöèÿ èìååò òåíäåí-
öèþ îòáèðàòü ïî îäíîìó ïðèçíàêó èç ãðóïïû ñèëüíî êîððåëè-
ðîâàííûõ. Ôóíêöèÿ R(β) - íå ãëàäêàÿ â òî÷êå β = 0.

2. L2 ðåãóëÿðèçàöèÿ

R(β) = λ2‖β‖22 =
λ2

2

p∑
k=1

β2
k
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ÔóíêöèÿR(β) - ãëàäêàÿ è íå ïðèâîäèò ê çàíóëåíèþ êîìïîíåíò
β. Èìååò òåíäåíöèþ óìåíüøàòü ïî àáñîëþòíîìó çíà÷åíèþ êî-
ýôôèöèåíòû β, çíà÷åíèÿ êîòîðûõ íå ìîãóò áûòü äîñòîâåðíî
îïðåäåëåíû ïî îáó÷àþùåé âûáîðêå.

3. Êîìáèíàöèÿ L1 è L2 ðåãóëÿðèçàöèè íîñèò íàçâàíèå "elastic
net"

R(β) = λ1‖β‖1 +
λ2

2
‖β‖22

Âûïîëíÿåò îòáîð ïðèçíàêîâ òàêæå, êàê è L1 ðåãóëÿðèçàöèÿ. Â
òîæå âðåìÿ, elastic net ðåãóëÿðèçàöèÿ èìååò òåíäåíöèþ îñòàâ-
ëÿòü ãðóïïó êîððåëèðîâàííûõ êîýôôèöèåíòîâ öåëèêîì. Elastic
net ðåãóëÿðèçàöèÿ íå ãëàäêàÿ â òî÷êå β = 0.

Áîëåå ðåäêèå òèïû ðåãóëÿðèçàöèè: ãðóïïîâîå ëàññî (group lasso),
Smoothly Clipped Absolute Deviation (SCAD), Minimax Convex Penalty
(MCP), Sparse Laplacian Shrinhage (SLS).

Ðåãóëÿðèçàòîðû L1, L2, elastic net, group lasso ÿâëÿþòñÿ âûïóê-
ëûìè. Ïîýòîìó çàäà÷à (2) ÿâëÿåòñÿ çàäà÷åé âûïóêëîé îïòèìèçàöèè.
Åñëè ðåãóëÿðèçàòîð ãëàäêèé (L2), òî ðåøåíèå çàäà÷è óïðîùàåòñÿ.
Ñëó÷àé íåãëàäêîãî ðåãóëÿðèçàòîðà áîëåå ñëîæíûé ñ òî÷êè çðåíèÿ
îïòèìèçàöèè.

Â êîíöå ãëàâû 1 ïðèâåäåí êðàòêèé îáçîð ñîâðåìåííûõ ìåòîäîâ
îïòèìèçàöèè äëÿ ðåøåíèÿ çàäà÷è (2), êîòîðûå ïðèìåíèìû ê áîëü-
øèì îáó÷àþùèì âûáîðêàì : ìåòîä îíëàéí îáó÷åíèÿ ñ óñå÷åííûì
ãðàäèåíòîì, ìåòîäû Shooting, GLMNET, newGLMNET, L-BFGS.

Â ãëàâå 2 ñíà÷àëà îïèñûâàþòñÿ íàèáîëåå ïîïóëÿðíûå àðõèòåê-
òóðû âû÷èñëèòåëüíûõ ñèñòåì äëÿ ðàñïðåäåëåííîãî ìàøèííîãî îáó-
÷åíèÿ (Map/Reduce, MPI, ñåðâåðà ïàðàìåòðîâ, Spark, GraphLab).
Ïîñëå ýòîãî îïèñûâàþòñÿ ìîäèôèêàöèè ìåòîäîâ èç ãëàâû 1 äëÿ
èñïîëíåíèÿ íà âû÷èñëèòåëüíîì êëàñòåðå, àíàëèçèðóþòñÿ èõ äîñòî-
èíñòâà è íåäîñòàòêè.

Â ãëàâå 3 îïèñûâàåòñÿ ïðåäëîæåííûé àâòîðîì ìåòîä ïàðàë-
ëåëüíîãî ïîêîîðäèíàòíîãî ñïóñêà - d-GLMNET. Â ìåòîäå d-GLMNET

âûïîëíÿþòñÿ ïàðàëëåëüíûå øàãè ïî áëîêàì ïåðåìåííûõ. Ïðåäïî-
ëîæèì, ÷òî ìíîæåñòâî èç p ïðèçíàêîâ ðàçáèòî íà M íåïåðåñåêàþ-
ùèõñÿ ïîäìíîæåñòâ Sm

M⋃
m=1

Sm = {1, . . . , p}, Sm ∩ Sk = ∅, k 6= m.
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Òîãäà êàæäûé èç óçëîâ êëàñòåðà m = 1 . . .M âûïîëíÿåò øàã ïî
ïîäìíîæåñòâó ïåðåìåííûõ ∆βm, ðåøàÿ îïòèìèçàöèîííóþ çàäà÷ó

argmin
∆βm

{Lq(β,∆βm) +R(β + ∆βm)} , (3)

Lq(β,∆β)
def
= L(β) +∇L(β)T∆β +

1

2
∆βTH(β)∆β,

ïðè îãðàíè÷åíèè ∆βmj = 0 åñëè j /∈ Sm.
Äàëåå äîêàçûâàåòñÿ

Òåîðåìà 1. Íåçàâèñèìàÿ îïòèìèçàöèÿ (3) ïî áëîêàì ïåðåìåííûõ

∆βm ýêâèâàëåíòíà îïòèìèçàöèè êâàäðàòè÷íîãî ïðèáëèæåíèÿ ê

öåëåâîé ôóíêöèè

argmin
∆β

{
L(β) +∇L(β)T∆β +

1

2
∆βT H̃(β)∆β +R(β + ∆β)

}
(4)

ñ áëî÷íî-äèàãîíàëüíûì H̃(β) ïðèáëèæåíèåì Ãåññèàíà

(H̃(β))jl =

{
(∇2L(β))jl, åñëè ∃m : j, l ∈ Sm,
0, èíà÷å.

(5)

Ïîäðîáíûé âûâîä øàãà ìåòîäà d-GLMNET ïðèâåäåí â Ïðèëîæå-
íèè 1 ê äèññåðòàöèè. Øàã ìåòîäà âû÷èñëÿåòñÿ ïî ôîðìóëå

∆β = α
M∑
m=1

∆βm,

ãäå α - ìóëüòèïëèêàòîð, ïîäáèðàåìûé ïî ïðàâèëó Àðìèõî. Íóæ-
íî âûáðàòü α ðàâíîå íàèáîëüøåìó ýëåìåíòó ïîñëåäîâàòåëüíîñòè
{αinitbj}j=0,1,... óäîâëåòâîðÿþùåìó êðèòåðèþ Àðìèõî

f(β + α∆β) ≤ f(β) + ασD, (6)

ãäå

f(β) = L(β) +R(β),

D = ∇L(β)T∆β + γ∆βT (µ(H̃(β) + νI))∆β +R(β + ∆β)−R(β),

δ > 0, 0 < b < 1, 0 < σ < 1, 0 ≤ γ < 1.

Èìååò ìåñòî
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Òåîðåìà 2. Ëèíåéíûé ïîèñê ïî ïðàâèëó Àðìèõî çàâåðøèòñÿ çà

êîíå÷íîå ÷èñëî øàãîâ, åñëè íà ëþáîì îòðåçêå ŷ ∈ [a, b], ∂2`(y, ŷ)/∂ŷ2

îãðàíè÷åíà ñâåðõó.

Äëÿ îáåñïå÷åíèÿ ðàçðåæåííîñòè ðåøåíèÿ íà êàæäîì øàãå ìè-
íèìèçèðóåòñÿ ìîäèôèöèðîâàííîå ëîêàëüíîå êâàäðàòè÷íîå ïðèáëè-
æåíèå

Lgenq (β,∆β)
def
= L(β) +∇L(β)T∆β +

1

2
∆βT (µ(H̃(β) + νI))∆β,

è íà êàæäîé èòåðàöèè ðåøàåòñÿ çàäà÷à

argmin
∆β

{
Lgenq (β,∆β) +R(β + ∆β)

}
. (7)

Ðåøåíèå çàäà÷è îäíîìåðíîé îïòèìèçàöèè ïî ∆βj èìååò âèä:

∆β∗j =
S (
∑n

i=1wixijri + νβj , λ1)

µ
∑n

i=1wix
2
ij + λ2 + ν

− βj , (8)

ri = zi − µ(∆βTxi + (βj + ∆βj)xij),

wi =
∂2`(yi,β

Txi)

∂ŷ2
, zi = − ∂`(yi,β

Txi)/∂ŷ

∂2`(yi,β
Txi)/∂ŷ2

.

Çäåñü S(·) - ýòî ôóíêöèÿ soft-threshold

S(x, a) = sgn(x) max(|x| − a, 0). (9)

Ïàðàìåòð µ ≥ 1 ïîäáèðàåòñÿ àäàïòèâíî ïî õîäó àëãîðèòìà. Äî-
êàçûâàåòñÿ

Òåîðåìà 3. Ïóñòü Λmax, λmin - ìàêñèìàëüíîå è ìèíèìàëüíîå ñîá-

ñòâåííûå çíà÷åíèÿ H(β) è H̃(β) ñîîòâåòñòâåííî. Òîãäà åñëè µ ≥
Λmax

(1−σ)λmin
, ïî êðèòåðèé Àðìèõî (6) ñ γ = 0 áóäåò âûïîëíåí äëÿ

α = 1.

Â ðàçäåëå 3.3 ïîëó÷åíû äîñòàòî÷íûå óñëîâèÿ ñõîäèìîñòè ìå-
òîäà d-GLMNET. Äîêàçàòåëüñòâà îïèðàþòñÿ íà ðåçóëüòàòû, ïîëó÷åí-
íûå äëÿ ñåìåéñòâà ìåòîäîâ CGD (öèêëè÷íûé áëî÷íî-êîîðäèíàòíûé
ñïóñê).
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Òåîðåìà 4. Äîñòàòî÷íûå óñëîâèÿ ñõîäèìîñòè ìåòîäà d-GLMNET

� Ñóùåñòâîâàíèå è åäèíñòâåííîñòü ìèíèìóìà ôóíêöèè L(β)+
R(β);

� Íà ëþáîì îòðåçêå ŷ ∈ [a, b], ∂2`(y, ŷ)/∂ŷ2 îãðàíè÷åíà ñâåðõó.

Ôóíêöèÿ ∂2`(y, ŷ)/∂ŷ2 áóäåò îãðàíè÷åíà ñâåðõó íà ëþáîì îò-
ðåçêå åñëè îíà íåïðåðûâíà, äàííîå óñëîâèå ïðîùå ïðîâåðÿåòñÿ íà
ïðàêòèêå. Ýòî áóäåò âûïîëíÿòüñÿ äëÿ ëèíåéíîé è ëîãèñòè÷åñêîé
ðåãðåññèè ñ ëþáîé ðåãóëÿðèçàöèåé, à òàêæå äëÿ Ïóàññîíîâñêîé ðå-
ãðåññèè ïðè íàëè÷èè L2 ðåãóëÿðèçàòîðà (âîçìîæíî, îäíîâðåìåííî
ñ L1 ðåãóëÿðèçàòîðîì).

Â ðàçäåëå 3.4 ïîëó÷åíû äîñòàòî÷íûå óñëîâèÿ ëèíåéíîé ñêîðî-

ñòè ñõîäèìîñòè ìåòîäà d-GLMNET.

Òåîðåìà 5. Ëèíåéíàÿ ñêîðîñòü ñõîäèìîñòè ìåòîäà d-GLMNET áó-

äåò èìåòü ìåñòî â ñëó÷àå ñòðîãîé âûïóêëîñòè L(β) èëè ïðè íà-

ëè÷èè L2 ðåãóëÿðèçàòîðà.

Ýòî áóäåò èìåòü ìåñòî äëÿ ëèíåéíîé, ëîãèñòè÷åñêîé è ïðîáèò-
ðåãðåññèè ïðè óñëîâèè ñòðîãîé âûïóêëîñòè L(β) (ò.å. åñëè íåò ëè-
íåéíî çàâèñèìûõ ïðèçíàêîâ xi). Êðîìå òîãî, ëèíåéíàÿ ñêîðîñòü ñõî-
äèìîñòè áóäåò èìåòü ìåñòî äëÿ âñåõ îáîáùåííûõ ëèíåéíûõ ìîäåëåé
ñ L2 ðåãóëÿðèçàöèåé, â ÷àñòíîì ñëó÷àå äëÿ Ïóàññîíîâñêîé ðåãðåñ-
ñèè ñ L2 ðåãóëÿðèçàöèåé.

Òåîðåìû î ñõîäèìîñòè îïèðàþòñÿ íà ðåçóëüòàòû 2, ïîëó÷åííûå
äëÿ ìèíèìèçàöèè ñóììû äâóõ ôóíêöèé

min
β
Fc(β)

def
= L(β) + cR(β), (10)

ãäå L(β) - ãëàäêàÿ (íåïðåðûâíî äèôôåðåíöèðóåìàÿ ôóíêöèÿ) íà
îòêðûòîì ìíîæåñòâå â Rn ñîäåðæàùåì dom R = {β | R(β) <∞}, à
R(β) - ñîáñòâåííàÿ âûïóêëàÿ è ïîëóíåïðåðûâíàÿ ñíèçó ôóíêöèÿ,
êîíñòàíòà c > 0.

Â ðàçäåëå 3.5 âûñîêîóðîâíåâî îïèñûâàåòñÿ ïðîãðàììíàÿ ðåà-
ëèçàöèÿ ìåòîäà d-GLMNET. Ïðîãðàììà çàïóñêàåòñÿ íà êëàñòåðå

2Tseng Paul, Yun Sangwoon. A coordinate gradient descent method for
nonsmooth separable minimization // Mathematical Programming. - 2009. - Aug. -
Vol. 117, no. 1-2. - P. 387-423.
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Àëãîðèòì 1: Ìåòîä d-GLMNET

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, λ1 ≥ 0, λ2 ≥ 0,
η1 ≥ 1, η2 ≥ 1, ðàçáèåíèå ïðèçíàêîâ S1, . . . , SM

1 β ← 0, µ← 1
2 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

3 Âûïîëíèòü ïàðàëëåëüíî íà M óçëàõ:
4 Âûáðàòü Pm ⊆ Sm
5 Ìèíèìèçèðîâàòü Lgenq (β,∆βm) +R(β+ ∆βm) ïî ∆βm

6 ∆β ←
∑M

m=1 ∆βm

7 Íàéòè α ∈ (0, 1] ñ ïîìîùüþ ëèíåéíîãî ïîèñêà
8 β ← β + α∆β
9 Åñëè α < 1 òîãäà
10 µ← η1µ
11 Èíà÷å

12 µ← max(1, µ/η2)

Âîçâðàò: β

Map/Reduce, äîïîëíèòåëüíî èñïîëüçóÿ ñòàíäàðò MPI äëÿ ïåðåäà-
÷è äàííûõ ìåæäó óçëàìè êëàñòåðà. Äàííàÿ ñâÿçêà óäîáíà, òàê êàê,
ñ îäíîé ñòîðîíû, êëàñòåðà Map/Reduce øèðîêî ðàñïðîñòðàíåíû, ñ
äðóãîé ñòîðîíû, ñòàíäàðò MPI îáåñïå÷èâàåò âûñîêóþ ïðîèçâîäè-
òåëüíîñòü.

Â ðàçäåëå 3.6 îïèñûâàþòñÿ àëãîðèòì ïðîãðàììíîé ðåàëèçàöèè
ìåòîäà d-GLMNET, ñì. Àëãîðèòì 1.

Â ðàçäåëå 3.7 îïèñûâàþòñÿ ìîäèôèêàöèÿ ìåòîäà d-GLMNET -
�àñèíõðîííàÿ áàëàíñèðîâêà íàãðóçêè� (ALB). Äàííàÿ ìîäèôèêàöèÿ
óñêîðÿåò ìåòîä â ñëó÷àå, åñëè óçëû êëàñòåðà èìåþò ðàçëè÷àþùóþ-
ñÿ ïðîèçâîäèòåëüíîñòü. Òàêàÿ íåðàâíîìåðíîñòü ÷àñòî âñòðå÷àåòñÿ
íà ïðàêòèêå è ìîæåò áûòü ñâÿçàíà êàê ñ íåðàâíîìåðíîñòüþ ðàçáèå-
íèÿ îáó÷àþùåé âûáîðêè, òàê è ñ íåðàâíîìåðíîñòüþ çàãðóçêè óçëîâ
êëàñòåðà äðóãèìè çàäà÷àìè. Ïðîáëåìà ñîñòîèò â òîì, ÷òî òàê êàê
â àëãîðèòìå íåîáõîäèìà ñèíõðîíèçàöèÿ ìåæäó óçëàìè êëàñòåðà, òî
ñêîðîñòü àëãîðèòìà îãðàíè÷åíà ñâåðõó ñêîðîñòüþ ñàìîãî ìåäëåííî-

ãî óçëà.

Èäåÿ àñèíõðîííîé áàëàíñèðîâêè íàãðóçêè ñîñòîèò â òîì, ÷òî íà
êàæäîé èòåðàöèè äåëàþòñÿ øàãè òîëüêî ïî ÷àñòè ïåðåìåííûõ Pmk ⊆
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Àëãîðèòì 2: Ðåàëèçàöèÿ ìåòîäà d-GLMNET íà âû÷èñëè-
òåëüíîì êëàñòåðå

Âõîä : Îáó÷àþùàÿ âûáîðêà, λ1, λ2, ðàçáèåíèå
ïðèçíàêîâ S1, . . . , SM

1 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

2 Âûïîëíèòü ïàðàëëåëüíî íà M ìàøèíàõ:
3 Ïðî÷èòàòü ïîñëåäîâàòåëüíî ÷àñòü îáó÷àþùåé

âûáîðêè Xm

4 Âû÷èñëèòü ∆βm è Xm∆βm äëÿ âåñîâ èç Pm ⊆ Sm
5 Ñóììèðîâàòü âåêòîðà Xm∆βm ñ ïîìîùüþ

MPI_AllReduce:

6 X∆β ←
∑M

m=1X
m∆βm

7 Âû÷èñëèòü ðàçìåð øàãà α èñïîëüçóÿ ëèíåéíûé
ïîèñê ïî ïðàâèëó Àðìèõî

8 βm ← βm + α∆βm

9 Xβ ← Xβ + αX∆β

Âîçâðàò: β

Òàáëèöà 1: Õàðàêòåðèñòèêè èñïîëüçîâàííûõ äàòàñåòîâ

dataset size #examples #features nnz (train) avg nonzeros

epsilon 12 Gb 0.5× 106 2000 8.0× 108 2000

webspam 21 Gb 0.35× 106 16.6× 106 1.2× 109 3727

yandex_ad 56 Gb 61.7× 106 35× 106 5.7× 109 100

Sm. Óçëû êëàñòåðà âûïîëíÿþò øàãè öèêëè÷åñêè ïî ïîäìíîæåñòâàì
ïåðåìåííûõ Sm (ñì. ðèñ. 1). Èòåðàöèÿ ïðåêðàùàåòñÿ, åñëè áîëåå
κM óçëîâ âûïîëíèëè èòåðàöèþ. Ïî óìîë÷àíèþ κ = 0.75. Òàêèì
îáðàçîì, áûñòðåå óçëû ìîãóò âûïîëíèòü áîëåå îäíîãî øàãà ïî ñâîèì
ïåðåìåííûì.

Ïðèâîäÿòñÿ ðåçóëüòàòû ÷èñëåííûõ ýêñïåðèìåíòîâ, ñâèäåòåëü-
ñòâóþùèõ î òîì, ÷òî ÷òî ìåòîä ALB ñíèæàåò âðåìÿ ïðîñòîÿ óç-
ëîâ êëàñòåðà è óñêîðÿåò ñõîäèìîñòü. Òåîðåìà ñ ñõîäèìîñòè ìåòîäà
d-GLMNET ïðèìåíèìà òàêæå ïðè àñèíõðîííîé áàëàíñèðîâêå íàãðóç-
êè. Â òîæå âðåìÿ, ëèíåéíàÿ ñêîðîñòü ñõîäèìîñòè íå ãàðàíòèðóåòñÿ.

Â ãëàâå 4 îïèñûâàþòñÿ ÷èñëåííûå ýêñïåðèìåíòû, ïðîâåäåííûå
äëÿ ñðàâíåíèÿ ïðåäëîæåííîãî ìåòîäà d-GLMNET ñ îáùåïðèíÿòûìè
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β1  β2  β3

Узел 1 

1 1 1 β1  β2  β3

Узел 2 

2 2 2

... 

β1  β2  β3

Узел M 

M M
M

Ðèñ. 1: Àñèíõðîííàÿ áàëàíñèðîâêà íàãðóçêè.

ìåòîäàìè äëÿ îáó÷åíèÿ îáîáùåííûõ ëèíåéíûõ ìîäåëåé ñ ðåãóëÿðè-
çàöèåé íà âû÷èñëèòåëüíîì êëàñòåðå - ïàðàëëåëüíîå îíëàéí îáó÷å-
íèå, L-BFGS, ADMM. Õàðàêòåðèñòèêè èñïîëüçîâàâøèõñÿ äëÿ ÷èñ-
ëåííûõ ýêñïåðèìåíòîâ äàòàñåòîâ ïðèâåäåíû â òàáëèöå 1.

Äàòàñåòû epsilon, webspam - ïóáëè÷íûå, îíè èñïîëüçîâàëèñü â
Pascal Large Scale Learning Challenge 2008 3. Äàòàñåò yandex_ad -
íå ïóáëè÷íûé, ñîäåðæèò êîììåð÷åñêèå äàííûå êîìïàíèè ßíäåêñ.

Ýêñïåðèìåíòû âûïîëíÿëèñü íà êëàñòåðå, ñîñòîÿùåì èç ñåðâåðîâ
Intel(R) Xeon(R) CPU E5-2660 2.20GHz, 32 GB RAM, ñîåäèíåííûõ
ãèãàáèòíûì Ethernet. Äëÿ âñåõ äàòàñåòîâ âû÷èñëåíèÿ ïðîâîäèëèñü
íà 16 ñåðâåðàõ, íà êàæäîì ñåðâåðå çàïóñêàëñÿ îäèí ýêçåìïëÿð ñðàâ-
íèâàåìîé ïðîãðàììû.

Â ðàçäåëå 4.3 îïèñàíû ÷èñëåííûå ýêñïåðèìåíòû, äîêàçûâàþ-
ùèå íåîáõîäèìîñòü èñïîëüçîâàíèÿ àäàïòèâíîãî àëãîðèòìà èçìåíå-
íèÿ ïàðàìåòðà µ äëÿ ïîëó÷åíèÿ ðàçðåæåííîãî ðåøåíèÿ â ñëó÷àå L1

ðåãóëÿðèçàöèè.

Â ðàçäåëå 4.4 îïèñûâàþòñÿ ýêñïåðèìåíòû ñ L1 ðåãóëÿðèçàöèåé,
â ðàçäåëå 4.5 - ñ L2 ðåãóëÿðèçàöèåé.

Ìåòîäû ñðàâíèâàëèñü ïî ñëåäóþùèì õàðàêòåðèñòèêàì:

� Ñêîðîñòü äîñòèæåíèÿ êà÷åñòâà êëàññèôèêàöèè íà òåñòîâîé
âûáîðêå.

� Ñêîðîñòü ìèíèìèçàöèè öåëåâîé ôóíêöèè îïòèìèçàöèè (âû-
÷èñëÿëàñü ïî îáó÷àþùåé âûáîðêå).

� Ðàçðåæåííîñòü ðåøåíèÿ.

3http://largescale.ml.tu-berlin.de/

18



Òàáëèöà 2: Óñêîðåíèå/çàìåäëåíèå îòíîñèòåëüíî ëó÷øåãî èç êîíêó-
ðèðóþùèõ ìåòîäîâ

dataset L1 L2

ALB ALB

webspam 6.0 3.1 5.5 2.9

yandex_ad 13.3 10.0 1.9 1.4

epsilon 0.7 0.55 0.4 0.3

Âûâîäû èç ÷èñëåííûõ ýêñïåðèìåíòîâ. Äëÿ äàòàñåòîâ webspam,
yandex_ad, ìåòîä d-GLMNET áûñòðåå îïòèìèçèðóåò öåëåâóþ ôóíê-
öèþ è äîñòèãàåò êà÷åñòâà íà òåñòîâîé âûáîðêå, ÷åì êîíêóðèðóþ-
ùèå àëãîðèòìû (ñì. òàáëèöó 2). Îòëè÷èòåëüíîé îñîáåííîñòüþ ýòèõ
äàòàñåòîâ ÿâëÿåòñÿ áîëüøîå ÷èñëî ïðèçíàêîâ è âûñîêàÿ ðàçðåæåí-
íîñòü. Äëÿ äàòàñåòå epsilon ìåòîä d-GLMNET ìåäëåííåå, ÷åì ADMM
(ñëó÷àé L1 ðåãóëÿðèçàöèè) è êîìáèíèðîâàíèå îíëàéí-îáó÷åíèÿ è
L-BFGS (ñëó÷àé L2 ðåãóëÿðèçàöèè).

×òî êàñàåòñÿ ìåòîäà àñèíõðîííîé áàëàíñèðîâêè íàãðóçêè
d-GLMNET-ALB, òî îí ñõîäèòñÿ áûñòðåå èëè, êàê ìèíèìóì, ñ òàêîé
æå ñêîðîñòüþ, êàê èñõîäíûé ìåòîä d-GLMNET.

Îòäåëüíî áûëî èññëåäîâàíî óñêîðåíèÿ ìåòîäà d-GLMNET â çàâè-
ñèìîñòè îò ÷èñëà èñïîëüçóåìûõ óçëîâ êëàñòåðà (ñòåïåíü ïàðàëëå-
ëèçìà). Óñêîðåíèå - ñóáëèíåéíîå è äîñòèãàåò ìàêñèìóìà äëÿ íåêî-
òîðîãî ïðåäåëüíîãî ÷èñëå óçëîâ, çàâèñÿùåãî îò äàòàñåòà.

Â ãëàâå 5 îïèñûâàåòñÿ ïðèìåíåíèå ìåòîäîâ îáó÷åíèÿ îáîáùåí-
íûõ ëèíåéíûõ ìîäåëåé ñ ðåãóëÿðèçàöèåé íà áîëüøèõ âûáîðêàõ äëÿ
çàäà÷è ïðîãíîçèðîâàíèÿ âåðîÿòíîñòè êëèêà â îíëàéí ðåêëàìå. Îäèí
èç ïîäõîäîâ ê ðåøåíèþ ýòîé çàäà÷è - ýòî êîìáèíèðîâàíèå áóñòèíãà
äåðåâüåâ ðåøåíèé è ëîãèñòè÷åñêîé ðåãðåññèè.

Ïðîãíîçèðîâàíèå âåðîÿòíîñòè êëèêà ïî îíëàéí ðåêëàìå - âàæ-
íàÿ çàäà÷à äëÿ îïòèìèçàöèè ðàáîòû îíëàéí àóêöèîíà ðåêëàìû. Ðå-
êëàìîäàòåëè ïëàòÿò çà êëèê ïî îáúÿâëåíèþ è ïîýòîìó äëÿ ïîêàçà
ïîëüçîâàòåëÿ îòáèðàþòñÿ ðåêëàìíûå îáúÿâëåíèÿ ñ ìàêñèìàëüíûì
çíà÷åíèåì P (click) ∗ bid, ãäå bid - ñòàâêà ðåêëàìîäàòåëÿ çà êëèê.
Òàêèì îáðàçîì, áîëåå òî÷íîå ïðîãíîçèðîâàíèå âåðîÿòíîñòè êëèêà
ïðèâîäèò ê ðîñòó ïðèáûëè ðåêëàìíîé ïëîùàäêè (ïîèñê ßíäåêñà).

Â ðàçäåëå 5.1 îïèñûâàåòñÿ àëãîðèòì îòáîðà îáúÿâëåíèé â ïî-
èñêîâîé ðåêëàìå ßíäåêñà, à òàêæå èñïîëüçóåìûé ìåòîä ïðîãíîçà
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Ðèñ. 2: Ñðàâíåíèå ðàçðåæåííîñòè è îøèáêè íà òåñòå ìåòîäîâ îáó-
÷åíèÿ ëîãèñòè÷åñêîé ðåãðåññèè

âåðîÿòíîñòè êëèêà. Äàëåå, â ðàçäåëå 5.2 ïðèâåäåíû ÷èñëåííûå ýêñ-
ïåðèìåíòû, ïîêàçûâàþùèå ïðåâîñõîäñòâî ìåòîäà d-GLMNET c elastic-
net ðåãóëÿðèçàöèåé íàä èñïîëüçóåìûì â íàñòîÿùèé ìîìåíò â ßí-
äåêñå ìåòîäîì.

Êàê ñëåäóåò èç ðèñ. 2, ìåòîä d-GLMNET ïîêàçûâàåò ëó÷øèå ðå-
çóëüòàòû, â òîì ñìûñëå, ÷òî äëÿ ôèêñèðîâàííîé ñòåïåíè ðàçðåæåí-
íîñòè ðåøåíèÿ, îøèáêà íà òåñòîâîé âûáîðêå ìèíèìàëüíà. Âàðèàíò
îáó÷åíèÿ, èñïîëüçîâàâøèéñÿ â ßíäåêñå íà ìîìåíò ÷èñëåííîãî ýêñ-
ïåðèìåíòà - ôèëüòðàöèÿ ñ nmin = 5. Òàêèì îáðàçîì, âûáèðàÿ ïàðà-
ìåòðû elastic net ðåãóëÿðèçàöèè ìîæíî íàéòè âàðèàíòû, â êîòîðûõ
îòíîñèòåëüíî èñïîëüçóþùåãîñÿ â ßíäåêñå ìåòîäà:

� Òî÷íîñòü ïðîãíîçà òàêàÿ æå, íî ðåøåíèå â 7 ðàç áîëåå ðàçðå-
æåííîå: 26× 106 ïðîòèâ 3.7× 106 íåíóëåâûõ êîìïîíåíò β.

� Òî÷íîñòü ïðîãíîçà ëó÷øå íà 0.26% (óìåíüøåíèå log_loss), ÷òî
ÿâëÿåòñÿ õîðîøèì óëó÷øåíèåì.

Ðàçðåæåííîñòü ðåøåíèÿ âàæíà íà ïðàêòèêå èç-çà îãðàíè÷åííî-
ñòè ïàìÿòè ñåðâåðîâ, íà êîòîðûõ ìîäåëü âûïîëíÿåò ïðîãíîçû â ðå-
àëüíîì âðåìåíè. Âðåìÿ îáó÷åíèÿ ñîñòàâëÿëî 2-3 ÷. ïðè ðàçëè÷íûõ
ïàðàìåòðàõ äëÿ îáåèõ ïðîãðàìì.
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Çàêëþ÷åíèå

Îñíîâíûå ðåçóëüòàòû èññëåäîâàíèÿ:

1. Ïðåäëîæåí íîâûé ìåòîä ìèíèìèçàöèè ôóíêöèé ðèñêà îáîá-
ùåííûõ ëèíåéíûõ ñ ðåãóëÿðèçàöèåé �elastic net� - d-GLMNET.

2. Ïîëó÷åíû äîñòàòî÷íûå óñëîâèÿ ñõîäèìîñòè è ëèíåéíîé ñêî-

ðîñòè ñõîäèìîñòè ìåòîäà d-GLMNET.

3. Äîêàçàíà âîçìîæíîñòü ïîëó÷àòü ðàçðåæåííûå ðåøåíèÿ ñ ïî-
ìîùüþ ìåòîäà d-GLMNET ïðè èñïîëüçîâàíèè L1-ðåãóëÿðèçàöèè.

4. Ïðåäëîæåí ìåòîä �àñèíõðîííîé áàëàíñèðîâêè íàãðóçêè� äëÿ
îáåñïå÷åíèÿ ýôôåêòèâíîãî âûïîëíåíèÿ ïðè íåðàâíîìåðíîé ïðî-
èçâîäèòåëüíîñòè óçëîâ êëàñòåðà.

5. Ïðîâåäåíû ÷èñëåííûå ýêñïåðèìåíòû, äîêàçûâàþùèå, ÷òî ìå-
òîä d-GLMNET áîëåå ýôôåêòèâåí, ÷åì îáùåïðèíÿòûå ìåòîäû
ïðè ðàáîòå ñ ðàçðåæåííûìè îáó÷àþùèìè âûáîðêàìè ñ âûñî-
êîé ðàçìåðíîñòüþ ïðèçíàêîâîãî ïðîñòðàíñòâà.

6. Ðàçðàáîòàíà ïðîãðàììíàÿ ðåàëèçàöèÿ ìåòîäà d-GLMNET:
https://github.com/IlyaTrofimov/dlr
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