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Ââåäåíèå

Ðàáîòà ïîñâÿùåíà ðàçðàáîòêå è òåîðåòè÷åñêîìó îáîñíîâàíèþ ìåòîäîâ ïàðàëëåëüíîãî

ïîêîîðäèíàòíîãî ñïóñêà äëÿ îáó÷åíèÿ îáîáùåííûõ ëèíåéíûõ ìîäåëåé ñ ðåãóëÿðèçàöèåé.

Ðàçðàáîòàííûå ìåòîäû ïðèìåíèìû äëÿ îáó÷åíèÿ ñ èñïîëüçîâàíèåì áîëüøèõ âûáîðîê è

âûïîëíåíèÿ íà âû÷èñëèòåëüíîì êëàñòåðå.

Àêòóàëüíîñòü òåìû. Â íàñòîÿùåå âðåìÿ âî ìíîãèõ çàäà÷àõ ìàøèííîãî îáó÷åíèÿ

è àíàëèçà äàííûõ âîçíèêàþò áîëüøèå îáó÷àþùèå âûáîðêè. Â êà÷åñòâå ïðèìåðà ìîæíî

ïðèâåñòè çàäà÷è ïîèñêà â èíòåðíåòå, îíëàéí ðåêëàìû, îáðàáîòêè òåêñòîâ, àíàëèçà ïîêà-

çàòåëåé äàò÷èêîâ, ãåíåòèêè è ò.ä. Òàêèå çàäà÷è õàðàêòåðèçóþòñÿ áîëüøèì ÷èñëîì îáó÷à-

þùèõ ïðèìåðîâ, âûñîêîé ðàçìåðíîñòüþ, èëè è òåì è äðóãèì îäíîâðåìåííî. Îáó÷àþùèå

âûáîðêè, êàê ïðàâèëî, ðàçðåæåííûå. Æåëàòåëüíûì ñâîéñòâîì òàêæå ÿâëÿåòñÿ ðàçðåæåí-

íîñòü ïîëó÷åííîãî ðåøåíèÿ. Åñëè â ýòèõ çàäà÷àõ èñïîëüçîâàòü äëÿ îáó÷åíèÿ òîëüêî ÷àñòü

èìåþùèõñÿ äàííûõ, òî êà÷åñòâî ïðåäñêàçàíèÿ, êàê ïðàâèëî, ïàäàåò. Ïîýòîìó âàæíûì íà-

ïðàâëåíèåì èññëåäîâàíèé ÿâëÿåòñÿ ðàçðàáîòêà ìåòîäîâ ìàøèííîãî îáó÷åíèÿ, ñïåöèàëüíî

ïðåäíàçíà÷åííûõ äëÿ áîëüøèõ âûáîðîê, à òàêæå ðàçðàáîòêà àëãîðèòìîâ, ïîçâîëÿþùèõ

ïðèìåíÿòü ñóùåñòâóþùèå ìåòîäû íà áîëüøèõ âûáîðêàõ.

Îáîáùåííûå ëèíåéíûå ìîäåëè (generalized linear models, GLM) - ýòî êëàññ ñòàòèñòè÷å-

ñêèõ ìîäåëåé, â êîòîðûõ ïðåäïîëàãàåòñÿ, ÷òî çàâèñèìàÿ ïåðåìåííàÿ y ñâÿçàíà ñ âåêòîðîì

íåçàâèñèìûõ ïåðåìåííûõ x ÷åðåç íåëèíåéíóþ ôóíêöèþ îò ñêàëÿðíîãî ïðîèçâåäåíèÿ ñ

âåêòîðîì âåñîâ βTx. Â êëàññ îáîáùåííûõ ëèíåéíûõ ìîäåëåé âõîäÿò: ëîãèñòè÷åñêàÿ ðå-

ãðåññèÿ, ïðîáèò ðåãðåññèÿ, ïóàññîíîâñêàÿ ðåãðåññèÿ, ëèíåéíàÿ ðåãðåññèÿ ñ êâàäðàòè÷íîé

ôóíêöèåé ïîòåðü è íåêîòîðûå äðóãèå ìåíåå ðàñïðîñòðàíåííûå ìîäåëè. Äëÿ îáåñïå÷åíèÿ

óñòîé÷èâîñòè ê ïåðåîáó÷åíèþ è ñòàáèëüíîé ñõîäèìîñòè ÷èñëåííûõ ìåòîäîâ îáû÷íî èñ-

ïîëüçóåòñÿ ðåãóëÿðèçàöèÿ. Íàèáîëåå ÷àñòî èñïîëüçóåòñÿ L1 èëè L2 ðåãóëÿðèçàöèÿ. Òàêæå

èíîãäà ïðèìåíÿþòñÿ îäíîâðåìåííî îáà âèäà ðåãóëÿðèçàöèè, äàííûé ìåòîä ïîëó÷èë íà-

çâàíèå elastic net [1]. Äëÿ ñëó÷àÿ êàòåãîðèàëüíûõ ïåðåìåííûõ èñïîëüçóåòñÿ ðåãóëÿðèçà-

òîð group lasso [2, 3]. Áîëåå ðåäêèì ÿâëÿåòñÿ èñïîëüçîâàíèå íåâûïóêëûõ ðåãóëÿðèçàòîðîâ

SCAD [4] èëè MCP [5].

Îáó÷åíèå GLM ñâîäèòñÿ ê ìèíèìèçàöèè öåëåâîé ôóíêöèè - ñóììû ýìïèðè÷åñêîãî ðèñ-

êà è ðåãóëÿðèçàöèè. Ýòî ÿâëÿåòñÿ çàäà÷åé ÷èñëåííîé îïòèìèçàöèè. Èñïîëüçîâàíèå L2

ðåãóëÿðèçàöèè - áîëåå ïðîñòîå, ò.ê. ñîîòâåòñòâóþùàÿ öåëåâàÿ ôóíêöèÿ âûïóêëàÿ è ãëàä-

êàÿ. Îäíàêî ñëó÷àé íåãëàäêîãî L1 ðåãóëÿðèçàòîðà ÿâëÿåòñÿ áîëåå ñëîæíûì. Ñóùåñòâóåò

íåñêîëüêî ïîäõîäîâ ê îáó÷åíèþ îáîáùåííûõ ëèíåéíûõ ìîäåëåé íà áîëüøèõ îáó÷àþùèõ
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âûáîðêàõ ñ L1 è L2 ðåãóëÿðèçàöèåé.

Ïîñëåäîâàòåëüíûå àëãîðèòìû

Ïåðâûé ïîäõîä - îíëàéí îáó÷åíèå. Â îíëàéí îáó÷åíèè ýëåìåíòû èç îáó÷àþùåãî ìíî-

æåñòâà îáðàáàòûâàþòñÿ ïî îäíîìó. Ïîýòîìó íåîáÿçàòåëüíî õðàíèòü îáó÷àþùóþ âûáîðêó

â îïåðàòèâíîé ïàìÿòè, åå ìîæíî ÷èòàòü ïîñëåäîâàòåëüíî ñ äèñêà èëè ïîëó÷àòü ïî ñåòè.

Ïðèìåðàìè òàêèõ ìåòîäîâ ÿâëÿþòñÿ: ñòîõàñòè÷åñêèé ãðàäèåíòíûé ñïóñê (SGD), RMMP

[6], îíëàéí îáó÷åíèå ñ óñå÷åííûì ãðàäèåíòîì (online learning via truncated gradient) [7, 8]

è ìåòîä FTRL-Proximal [9, 10]. Ñ îäíîé ñòîðîíû, äàííûå ìåòîäû ïîçâîëÿþò ïîëó÷èòü

ðåãðåññèþ ïðèåìëåìîãî êà÷åñòâà çà íåáîëüøîå ÷èñëî ïðîõîäîâ ïî îáó÷àþùåé âûáîðêå. Ñ

äðóãîé ñòîðîíû, â íèõ ïðèñóòñòâóåò íåñêîëüêî ãèïåðïàðàìåòðîâ (òåìï îáó÷åíèÿ, ñêîðîñòü

çàòóõàíèÿ òåìïà îáó÷åíèÿ, êîëè÷åñòâî ïðîõîäîâ è äð.) îò êîòîðûõ ñóùåñòâåííî çàâèñèò

êà÷åñòâî ðåãðåññèè. Íà ïðàêòèêå îïòèìàëüíûå ãèïåðïàðàìåòðû ïîäáèðàþòñÿ ñ èñïîëüçî-

âàíèåì òåñòîâîé âûáîðêè èëè êðîññ-âàëèäàöèè. Ýòà çàäà÷à ìîæåò áûòü ñëîæíîé, òàê êàê

ïðîöåäóðà îáó÷åíèÿ íà áîëüøîé îáó÷àþùåé âûáîðêå îáû÷íî çàíèìàåò ïðîäîëæèòåëüíîå

âðåìÿ. Ïîëåçíàÿ îñîáåííîñòü, îòëè÷àþùåé îíëàéí îáó÷åíèÿ îò îñòàëüíûõ ìåòîäîâ - ýòî

âîçìîæíîñòü îáó÷åíèÿ â ðåàëüíîì âðåìåíè (ïî ìåðå ïðèõîäà ñâåæèõ äàííûõ), ÷òî ïîçâî-

ëÿåò ïîäñòðàèâàòüñÿ ïîä èçìåíÿþùååñÿ ðàñïðåäåëåíèå.

Âòîðîé ïîäõîä - ýòî ìåòîäû ïîêîîðäèíàòíîãî ñïóñêà. Ìåòîäû ïîêîîðäèíàòíîãî ñïóñêà

ïî î÷åðåäè îáíîâëÿþò îäíó èëè íåñêîëüêî ïåðåìåííûõ, ñòðåìÿñü ìèíèìèçèðîâàòü öåëå-

âóþ ôóíêöèþ èëè ïðèáëèæåíèå ê íåé. Ìåòîäû ïîêîîðäèíàòíîãî ñïóñêà óíèâåðñàëüíû è

ïîçâîëÿþò ðàáîòàòü êàê ñ L1, òàê è ñ L2 ðåãóëÿðèçàöèåé. Â ñòàòüå [11] ïðîâåäåíî ñðàâíå-

íèå áîëüøîãî ÷èñëà ìåòîäîâ äëÿ ðåøåíèÿ çàäà÷è ëèíåéíîé êëàññèôèêàöèè ñ L1 ðåãóëÿ-

ðèçàöèåé è ñäåëàí âûâîä, ÷òî ìåòîäû ïîêîîðäèíàòíîãî ñïóñêà ðàáîòàþò ëó÷øå âñåãî. Íà

ïðàêòèêå ÷àùå âñåãî èñïîëüçóþòñÿ ñëåäóþùèå àëãîðèòìû ýòîãî òèïà: BBR [12], GLMNET

[13], newGLMNET [14]. Âñå ýòè ìåòîäû ðàáîòàþò ïîñëåäîâàòåëüíî íà îäíîì êîìïüþòåðå.

Òàêæå èõ ïðîãðàììíûå ðåàëèçàöèè òðåáóþò çàãðóçêè îáó÷àþùåé âûáîðêè â îïåðàòèâíóþ

ïàìÿòü (RAM).

Òðåòèé ïîäõîä - êâàçèíüþòîíîâñêèå ìåòîäû Limited Memory BFGS (L-BFGS) [15],

TRON [16]. Êâàçèíüþòîíîâñêèå ìåòîäû ýôôåêòèâíî ðåøàþò çàäà÷ó îïòèìèçàöèè â ñëó÷àå

âûïóêëîé ãëàäêîé öåëåâîé ôóíêöèè, ò.å. ïðèìåíèìû äëÿ L2 ðåãóëÿðèçàöèè.
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Ïàðàëëåëüíûå àëãîðèòìû

Â ïîñëåäíåå âðåìÿ âñå ÷àùå âñòðå÷àþòñÿ çàäà÷è, â êîòîðûõ îáó÷àþùèå âûáîðêå íà-

ñòîëüêî áîëüøèå, ÷òî äàæå îïèñàííûå ìåòîäû (ïðåäíàçíà÷åííûå äëÿ âûïîëíåíèÿ íà îä-

íîì êîìïüþòåðå) ðàáîòàþò ñëèøêîì äîëãî. Äëÿ ðåøåíèÿ ýòîé ïðîáëåìû íåîáõîäèìî ìî-

äèôèöèðîâàòü îïèñàííûå âûøå ìåòîäû, àäàïòèðîâàâ èõ äëÿ ïàðàëëåëüíîãî âûïîëíåíèÿ

íà îäíîì êîìïüþòåðå ñ íåñêîëüêèìè ïðîöåññîðàìè èëè â ðàñïðåäåëåííîé ñèñòåìå.

Óíèâåðñàëüíûì ñïîñîáîì ïàðàëëåëüíîé îïòèìèçàöèè ÿâëÿåòñÿ ìåòîä ADMM [17]. Îí

ïðèìåíèì äëÿ çàäà÷ îïòèìèçàöèè, âîçíèêàþùèõ ïðè îáó÷åíèè GLM ñ ðåãóëÿðèçàöèåé.

Ðàçíûå âàðèàíòû ADMM îáåñïå÷èâàþò ïàðàëëåëèçì êàê ïî îáó÷àþùèì ïðèìåðàì, òàê

è ïî ïåðåìåííûì. Îáðàòíîé ñòîðîíîé óíèâåðñàëüíîñòè ÿâëÿåòñÿ ìåäëåííàÿ ñõîäèìîñòü

ìåòîäà ADMM.

Àëãîðèòìû îíëàéí îáó÷åíèÿ ìîãóò âûïîëíÿòüñÿ ïàðàëëåëüíî â ðàñïðåäåëåííûõ ñè-

ñòåìàõ ñ ïîìîùüþ òåõíèêè, îïèñàííîé â [18, 19]. Îáó÷àþùàÿ âûáîðêà ðàçäåëÿåòñÿ ìåæäó

óçëàìè êëàñòåðà ïî ïðèìåðàì, íà êàæäîé ïîäâûáîðêå îáó÷àåòñÿ íåçàâèñèìî îáó÷àþòñÿ

êëàññèôèêàòîðû è óñðåäíÿþòñÿ ïîñëå êàæäîé ýïîõè. Óñðåäíåííûé âåêòîð âåñîâ èñïîëü-

çóåòñÿ êàê íà÷àëüíîå ïðèáëèæåíèå íà ñëåäóþùåé ýïîõå, è ò.ä. Äàííûé ïîäõîä èìååò òå æå

ïëþñû è ìèíóñû, ÷òî è ïîñëåäîâàòåëüíîå îíëàéí îáó÷åíèå íà îäíîì êîìïüþòåðå. Óñêîðå-

íèå îò êîëè÷åñòâà ìàøèí - ñóáëèíåéíîå, ÷òî ÿâëÿåòñÿ íåäîñòàòêîì.

Êâàçèíüþòîíîâñêèå ìåòîäû Limited Memory BFGS (L-BFGS) [15], TRON [16] ìîãóò

áûòü ýôôåêòèâíî ðàñïàðàëëåëåíû äëÿ âûïîëíåíèÿ íà êëàñòåðå [18, 16] ïðè ðàçáèåíèè

îáó÷àþùåé âûáîðêè ïî ïðèìåðàì.

Åñòåñòâåííîå îáîáùåíèå ìåòîäîâ ïîêîîðäèíàòíîãî ñïóñêà - ýòî âûïîëíåíèå ïàðàëëåëü-

íûõ øàãîâ ïî íåñêîëüêèì ïåðåìåííûì. Èìåííî òàê ðàáîòàåò àëãîðèòì Shotgun [20]. Îí

îñíîâàí íà ïàðàëëåëüíûõ øàãàõ ïî ñëó÷àéíî âûáðàííûì ïåðåìåííûì. Íåäîñòàòêîì ýòîãî

àëãîðèòìà ÿâëÿåòñÿ òî, ÷òî ñóùåñòâóåò âåðõíèé ïðåäåë ïî êîëè÷åñòâó ïàðàëëåëüíûõ îá-

íîâëåíèé, ïðè êîòîðîì àëãîðèòì ñõîäèòñÿ. Ýòîò ïðåäåë çàâèñèò îò îáó÷àþùåé âûáîðêè

è åãî òåîðåòè÷åñêèå îöåíêè òÿæåëî âû÷èñëèìû íà ïðàêòèêå. Â ñòàòüå [21] èñïîëüçóþòñÿ

ïàðàëëåëüíûå øàãè ïî ñëó÷àéíûì êîîðäèíàòàì äëÿ îïòèìèçàöèè ÷àñòè÷íî ñåïàðàáåëü-

íîé öåëåâîé ôóíêöèè. ×àñòè÷íàÿ ñåïàðàáåëüíîñòü áóäåò èìåòü ìåñòî åñëè âûáîðêà ðàçðå-

æåííàÿ. Òàêæå â ñòàòüå [21] ïðîâåäåí òåîðåòè÷åñêèé àíàëèç ìàêñèìàëüíîãî äîïóñòèìîãî

êîëè÷åñòâà ïàðàëëåëüíûõ øàãîâ. Â àëãîðèòìå GRock [22] ìíîæåñòâî ïåðåìåííûõ äëÿ îá-

íîâëåíèÿ âûáèðàåòñÿ æàäíî, ò.å. øàãè âûïîëíÿþòñÿ ïî íåñêîëüêèì ïåðåìåííûì, äàþùèì

íàèáîëüøåå óìåíüøåíèå öåëåâîé ôóíêöèè. Ïðîâåäåííûå ÷èñëåííûå ýêñïåðèìåíòû ïîêà-
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çàëè, ÷òî àëãîðèòì GRock ñõîäèòñÿ áûñòðåå, ÷åì ïàðàëëåëüíûé âàðèàíò FISTA [23] è

ADMM [17]. Àëãîðèòì Shotgun ìîæåò áûòü çàïóùåí â ðàñïðåäåëåííîé ñèñòåìå ñ ïîìî-

ùüþ òåõíîëîãèè Stale Synchronous Parallel Parameter Server (SSPPS) Ho et al. [24]. Òàêæå,

êàê è ñòàíäàðòíûé Shotgun, äàííûé âàðèàíò íå âñåãäà ñõîäèòñÿ.

Àëüòåðíàòèâíûé ïîäõîä ê ðàñïàðàëëåëèâàíèþ ïîêîîðäèíàòíîãî ñïóñêà ñîñòîèò â òîì,

÷òîáû, íå ìåíÿÿ ïîñëåäîâàòåëüíîñòè âû÷èñëåíèé (ñ òî÷êè çðåíèÿ ìàòåìàòèêè), óñêîðèòü

èõ, ðàñïðåäåëèâ îïåðàöèè ìåæäó ïðîöåññîðàìè. Òàêîé ïîäõîä îïèñàí â ñòàòüå [25] äëÿ

Ïóàññîíîâñêîé ðåãðåññèè. Â íåé âàðèàíò ìåòîäà BBR [12] çàïóñêàåòñÿ íà ñåðâåðå ñ 448

ÿäðàìè Graphical Processing Units (GPU). Ïëþñîì äàííîãî ïîäõîäà ÿâëÿåòñÿ ãàðàíòèðî-

âàííàÿ ñõîäèìîñòü è õîðîøåå óñêîðåíèå. Íåäîñòàòêîì ÿâëÿåòñÿ íåîáõîäèìîñòü çàãðóæàòü

îáó÷àþùóþ âûáîðêó â ïàìÿòü GPU (êîòîðàÿ ìåíüøå RAM) à òàêæå îòíîñèòåëüíàÿ äîðî-

ãîâèçíà ñåðâåðîâ ñ GPU.

Öåëü äèññåðòàöèîííîé ðàáîòû - ðàçðàáîòêà è îáîñíîâàíèå ìåòîäîâ ïàðàëëåëüíîãî

ïîêîîðäèíàòíîãî ñïóñêà äëÿ îáó÷åíèÿ îáîáùåííûõ ëèíåéíûõ ìîäåëåé ñ ðåãóëÿðèçàöèåé.

Ðàçðàáîòêà ìåòîäîâ, ïðèìåíèìûõ äëÿ áîëüøèõ îáó÷àþùèõ âûáîðîê è âûïîëíåíèÿ íà âû-

÷èñëèòåëüíîì êëàñòåðå.

Ìåòîäû èññëåäîâàíèÿ. Â äàííîé ðàáîòå èñïîëüçîâàíû, ñ îäíîé ñòîðîíû, òåîðåòè÷å-

ñêèå ìåòîäû èññëåäîâàíèÿ, îïèðàþùèåñÿ íà ìàòåìàòè÷åñêèé àíàëèç è ëèíåéíóþ àëãåáðó;

ñ äðóãîé ñòîðîíû, èñïîëüçóåòñÿ ìåòîä ÷èñëåííîãî ýêñïåðèìåíòà íà âû÷èñëèòåëüíîì êëà-

ñòåðå.

Îñíîâíûå ïîëîæåíèÿ, âûíîñèìûå íà çàùèòó:

1. Ìåòîä d-GLMNET, âûïîëíÿþùèé ïàðàëëåëüíûé ïîêîîðäèíàòíûé ñïóñêà äëÿ ìèíèìè-

çàöèè ôóíêöèé ðèñêà îáîáùåííûõ ëèíåéíûõ ìîäåëåé ñ ðåãóëÿðèçàöèåé �elastic net�;

2. Äîñòàòî÷íûå ðåçóëüòàòû ñõîäèìîñòè è ëèíåéíîé ñêîðîñòè ñõîäèìîñòè ìåòîäà d-GLMNET;

3. Ìåòîä �àñèíõðîííîé áàëàíñèðîâêè íàãðóçêè� äëÿ îáåñïå÷åíèÿ ýôôåêòèâíîãî âûïîë-

íåíèÿ ìåòîäà d-GLMNET ïðè íàëè÷èè ìåäëåííûõ óçëîâ êëàñòåðà;

4. ×èñëåííûå ýêñïåðèìåíòû, äîêàçûâàþùèå, ÷òî ìåòîä d-GLMNET ïîëó÷àåò ðàçðåæåí-

íûå ðåøåíèÿ ïðè èñïîëüçîâàíèè L1-ðåãóëÿðèçàöèè;

5. ×èñëåííûå ýêñïåðèìåíòû, äîêàçûâàþùèå, ÷òî ìåòîä d-GLMNET áîëåå ýôôåêòèâåí,

÷åì îáùåïðèíÿòûå ìåòîäû ïðè ðàáîòå ñ ðàçðåæåííûìè îáó÷àþùèìè âûáîðêàìè ñ

âûñîêîé ðàçìåðíîñòüþ ïðèçíàêîâîãî ïðîñòðàíñòâà.
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6. Îáùåäîñòóïíàÿ ïðîãðàììíàÿ ðåàëèçàöèÿ ìåòîäà d-GLMNET :

https://github.com/IlyaTrofimov/dlr.

Íàó÷íàÿ íîâèçíà äàííîé ðàáîòû çàêëþ÷àåòñÿ â ðàçðàáîòêå íîâîãî ìåòîäà ìèíèìèçà-

öèè ôóíêöèé ðèñêà îáîáùåííûõ ëèíåéíûõ ìîäåëåé ñ ðåãóëÿðèçàöèåé �elastic net�. Ìåòîä

ýôôåêòèâíî ðàáîòàåò ñ áîëüøèìè îáó÷àþùèìè âûáîðêàìè (big data) ñ èñïîëüçîâàíèåì

âû÷èñëèòåëüíîãî êëàñòåðà. Íàó÷íîé íîâèçíîé îáëàäàþò òåîðåòè÷åñêèå ðåçóëüòàòû îòíî-

ñèòåëüíî ñõîäèìîñòè ìåòîäà, à òàêæå ìîäèôèêàöèÿ ìåòîäà (àñèíõðîííàÿ áàëàíñèðîâêà

íàãðóçêè), îáåñïå÷èâàþùàÿ ýôôåêòèâíîå âûïîëíåíèå ïðè íåðàâíîìåðíîñòè ñêîðîñòè ðà-

áîòû óçëîâ êëàñòåðà.

Òåîðåòè÷åñêàÿ çíà÷èìîñòü ñîñòîèò â óñòàíîâëåíèè äîñòàòî÷íûõ óñëîâèé ñõîäèìî-

ñòè è ëèíåéíîé ñêîðîñòè ñõîäèìîñòè ðàçðàáîòàííîãî ìåòîäà d-GLMNET, â òîì ÷èñëå, äëÿ

ìîäèôèêàöèè ìåòîäà d-GLMNET, èñïîëüçóþùåé òåõíèêó àñèíõðîííîé áàëàíñèðîâêè íà-

ãðóçêè.

Ïðàêòè÷åñêàÿ çíà÷èìîñòü îïðåäåëÿåòñÿ òåì, ÷òî ðàçðàáîòàííûé ìåòîä d-GLMNET

ïîçâîëÿåò ïðîâîäèòü îáó÷åíèå îáîáùåííûõ ëèíåéíûõ ìîäåëåé áûñòðåå, ÷åì ïðè èñïîëü-

çîâàíèè îáùåïðèíÿòûõ ìåòîäîâ, ÷òî ïîçâîëÿåò ýêîíîìèòü âû÷èñëèòåëüíûå ðåñóðñû è ïî-

ëó÷àòü áîëåå òî÷íûå ðåøåíèÿ ïðè îãðàíè÷åííîì áþäæåòå âû÷èñëèòåëüíûõ ðåñóðñîâ.

Òåîðåòè÷åñêèå è ýêñïåðèìåíòàëüíûå ðåçóëüòàòû äàííîé ðàáîòû èñïîëüçóþòñÿ â êóðñàõ

�Ìàøèííîå îáó÷åíèå è áîëüøèå äàííûå�, êîòîðûå àâòîð ÷èòàë â 2015-2018 ãã. íà ôàêóëü-

òåòå èííîâàöèé è âûñîêèõ òåõíîëîãèé (ÔÈÂÒ) ÌÔÒÈ è Øêîëå àíàëèçà äàííûõ (ØÀÄ)

ßíäåêñà.

Ñòåïåíü äîñòîâåðíîñòè. Äîñòîâåðíîñòü ðåçóëüòàòîâ îáåñïå÷èâàåòñÿ äîêàçàòåëüñòâà-

ìè òåîðåì è îïèñàíèÿìè ïðîâåäåííûõ ýêñïåðèìåíòîâ, äîïóñêàþùèìè èõ âîñïðîèçâîäè-

ìîñòü. Èñõîäíûé êîä ïðîãðàìì è âûáîðêè, èñïîëüçîâàâøèåñÿ äëÿ âû÷èñëèòåëüíûõ ýêñ-

ïåðèìåíòîâ îáùåäîñòóïíû.

Àïðîáàöèÿ ðàáîòû. Îñíîâíûå ïîëîæåíèÿ è ðåçóëüòàòû ðàáîòû äîêëàäûâàëèñü àâ-

òîðîì íà êîíôåðåíöèÿõ:

� Sixth International Workshop on Data Mining for Online Advertising and Internet Economy,

2012, Ïåêèí;

� 22nd International Conference on World Wide Web, 2013, Ðèî-äå-Æàíåéðî;

� Machine learning and Very Large Data Sets, 2013, Ìîñêâà;
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� Seventeenth International Conference on Arti�cial Intelligence and Statistics, 2014, Ðåéêüÿ-

âèê;

� The 4-th International Conference on Analysis of Images, Social Networks and Texts,

2015, Åêàòåðèíáóðã;

� Machine Learning: Prospects and Applications, 2015, Áåðëèí.

Ïóáëèêàöèè. Ïî òåìàòèêå èññëåäîâàíèé îïóáëèêîâàíî 5 ñòàòåé [26, 27, 28, 29, 30], â

òîì ÷èñëå 2 ñòàòüè [29, 30] â èçäàíèÿõ, âõîäÿùèõ â ñïèñîê ÂÀÊ è 2 ñòàòüè, âõîäÿùèå â

èíäåêñ SCOPUS [28, 29].

Ñòðóêòóðà ðàáîòû. Äèññåðòàöèÿ ñîñòîèò èç ââåäåíèÿ, 5 ãëàâ, çàêëþ÷åíèÿ, ïðèëîæå-

íèÿ è ñïèñêà ëèòåðàòóðû. Ìàòåðèàë èçëîæåí íà 116 ñòð., ñîäåðæèò 19 ðèñóíêîâ, 5 òàáëèö,

18 àëãîðèòìîâ è 103 íàèìåíîâàíèé â ñïèñêå ëèòåðàòóðû.

Ëè÷íûé âêëàä äèññåðòàíòà ÿâëÿåòñÿ ðåøàþùèì âî âñåõ ðåçóëüòàòàõ, âûíîñèìûõ íà

çàùèòó.

Áëàãîäàðíîñòè

Àâòîð áëàãîäàðèò Êîíñòàíòèíà Âÿ÷åñëàâîâè÷à Âîðîíöîâà çà ïîìîùü ïðè ïîäãîòîâêå

äèññåðòàöèè, Èëüþ Áîðèñîâè÷à Ìó÷íèêà çà ïîääåðæêó è öåííûå ñîâåòû ïî îðãàíèçàöèè

ðàáîòû è Àëåêñàíäðà Âåíèàìèíîâè÷à Ãåíêèíà çà ïëîäîòâîðíîå íàó÷íîå ñîòðóäíè÷åñòâî.

Àâòîð ïðèçíàòåëåí êîìïàíèè ßíäåêñ çà ïðåäîñòàâëåíèå ðåñóðñîâ äëÿ âû÷èñëèòåëüíûõ

ýêñïåðèìåíòîâ è ëîÿëüíîå îòíîøåíèå ê íàó÷íûì èññëåäîâàíèÿì.
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Ðèñ. 1: Ëèíåéíàÿ áèíàðíàÿ êëàññèôèêàöèÿ

1 Ìåòîäû ìèíèìèçàöèè ôóíêöèé ýìïèðè÷åñêîãî ðèñêà

GLM ñ ðåãóëÿðèçàöèåé

1.1 Îáîáùåííûå ëèíåéíûå ìîäåëè

Â äàííîé ðàáîòå ðàññìàòðèâàåòñÿ çàäà÷à ìàøèííîãî îáó÷åíèÿ ïî ïðåöåäåíòàì. Öåëü

ýòîé çàäà÷è - íàó÷èòüñÿ ïðåäñêàçûâàòü ïî âåêòîðó ïðèçíàêîâ x ∈ Rp ìåòêó y. Åñëè y ∈

{−1,+1}, òî ïîëó÷àåòñÿ çàäà÷à áèíàðíîé êëàññèôèêàöèè, åñëè y ∈ R - òî çàäà÷à ðåãðåññèè.

Îáó÷åíèå ïðîèñõîäèò ïî îáó÷àþùåé âûáîðêå, ñîñòîÿùåé èç ïàð {xi, yi}ni=1. Âñå âåêòîðà xi

âìåñòå îáðàçóþò ìàòðèöó îáúåêòû-ïðèçíàêè X. Áóäåì îáîçíà÷àòü êîëè÷åñòâî íåíóëåâûõ

ýëåìåíòîâ â ìàòðèöå X ÷åðåç nnz.

Â ñëó÷àå çàäà÷è áèíàðíîé êëàññèôèêàöèè ñòðîèòñÿ ðàçäåëÿþùàÿ ïîâåðõíîñòü βTx > a

äëÿ íåêîòîðîãî ïîðîãà a. Îáúåêòû ïî ðàçíûå ñòîðîíû îò ðàçäåëÿþùåé ãèïåðïëîñêîñòè

îòíîñÿòñÿ ê ðàçíûì êëàññàì (ñì. ðèñ. 1).

Îáîáùåííûå ëèíåéíûå ìîäåëè - ýòî êëàññ ñòàòèñòè÷åñêèõ ìîäåëåé, â êîòîðûõ ïðåäïî-

ëàãàåòñÿ, ÷òî çàâèñèìàÿ ïåðåìåííàÿ Y èìååò ðàñïðåäåëåíèå ñ ìàò. îæèäàíèåì µ

E[Y ] = µ = g−1(βTx)

è äèñïåðñèåé, çàâèñÿùåé òîëüêî îò ìàò. îæèäàíèÿ

D[Y ] = φV (µ)
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Ôóíêöèÿ g(·) íàçûâàåòñÿ ôóíêöèåé ñâÿçè (link function), à âåëè÷èíà φ - ïàðàìåòðîì äèñ-

ïåðñèè. Íàèáîëåå ÷àñòî èñïîëüçóåìûå íà ïðàêòèêå ðàñïðåäåëåíèÿ Y ïðèíàäëåæàò ê ýêñ-

ïîíåíöèàëüíîìó ñåìåéñòâó, ò.å. ôóíêöèè ïëîòíîñòè ðàñïðåäåëåíèÿ èìååò âèä

P (y; θ, φ) = exp

(
yθ − b(θ)
φ+ c(y, φ)

)
Ìîæíî ïîêàçàòü, ÷òî äëÿ ýêñïîíåíöèàëüíîãî ñåìåéñòâà

E[Y ] = b′(θ)

D[Y ] = φb′′(θ)

Ôóíêöèÿ ñâÿçè íàçûâàåòñÿ êàíîíè÷åñêîé, åñëè g(·) = (b′)−1(·). Âñå ðàññìàòðèâàåìûå â

ýòîì ðàçäåëå GLM, êðîìå ïðîáèò-ðåãðåññèè, èìåþò êàíîíè÷åñêóþ ôóíêöèþ ñâÿçè. Â ýòîì

ñëó÷àå èìååì

g(µ) = g(E[Y ]) = g(b′(θ)) = θ = βTx

Òàêèì îáðàçîì, ðàñïðåäåëåíèå Y çàâèñèò îò β òîëüêî ÷åðåç ëèíåéíóþ êîìáèíàöèþ

βTx.

P (y|x) = exp

(
yβTx− b(βTx)

φ+ c(y, φ)

)
Ïåðå÷èñëèì íàèáîëåå ÷àñòî èñïîëüçóåìûå GLM:

� Ëèíåéíàÿ ðåãðåññèÿ, y ∈ R:

P (y|x) =
1√
2π

exp

(
(y − βTx)2

2

)
� Ëîãèñòè÷åñêàÿ ðåãðåññèÿ, y ∈ {−1,+1}:

P (y|x) =
1

1 + exp(−yβTx)

� Ïðîáèò ðåãðåññèÿ, y ∈ {−1,+1}:

P (y|x) = Φ(yβTx)

ãäå Φ(·) - ýòî ôóíêöèÿ ðàñïðåäåëåíèÿ ñòàíäàðòíîãî íîðìàëüíîãî ðàñïðåäåëåíèÿ

� Ïóàññîíîâñêàÿ ðåãðåññèÿ, y ∈ N:

P (y|βTx) =
exp(−λ)λn

n!
, ãäå λ = exp(βTx)
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Îáó÷åíèå GLM âûïîëíÿåòñÿ ÷åðåç ìàêñèìèçàöèþ ïðàâäîïîäîáèÿ íà îáó÷àþùåé âû-

áîðêå

max
β

n∏
i=1

P (yi|βTxi)

÷òî ýêâèâàëåíòíî ìèíèìèçàöèè ìèíóñ ëîã-ïðàâäîïîäîáèÿ

min
β

{
−

n∑
i=1

logP (yi|βTxi)

}

Îáîçíà÷èì

`(yi,β
Tx) = − logP (yi|βTxi)

Ôóíêöèÿ `(y, ŷ) íàçûâàåòñÿ ôóíêöèåé ïîòåðü è ìîæåò áûòü èíòåðïðåòèðîâàíà êàê øòðàô

çà îòëè÷èå èñòèííîãî y îò ïðåäñêàçàííîãî ŷ. Òàêèì îáðàçîì, çàäà÷è êëàññèôèêàöèè è

ðåãðåññèè ñâåëèñü ê çàäà÷å îïòèìèçàöèè

min
β
L(β), L(β) =

n∑
i=1

`(yi,β
Txi). (1)

Äàííàÿ çàäà÷à ìîæåò áûòü ðàññìîòðåíà íàïðÿìóþ äëÿ çàäàííîé ôóíêöèè `(y, ŷ), áåç ñòà-

òèñòè÷åñêîé èíòåðïðåòàöèè ÷åðåç îáîáùåííûå ëèíåéíûå ìîäåëè. Ôóíêöèÿ L(β) íàçûâà-

åòñÿ òàêæå ôóíêöèåé ýìïèðè÷åñêîãî ðèñêà.

Äëÿ îïèñàííûõ â ýòîì ðàçäåëå GLM ïîëó÷àþòñÿ ñëåäóþùèå ôóíêöèè ïîòåðü:

� ëèíåéíàÿ ðåãðåññèÿ: l(y, ŷ) = 1
2
(y − ŷ)2

� ëîãèñòè÷åñêàÿ ðåãðåññèÿ: l(y, ŷ) = log(1 + exp(−yŷ))

� ïðîáèò ðåãðåññèÿ: l(y, ŷ) = − log(Φ(yŷ))

� Ïóàññîíîâñêàÿ ðåãðåññèÿ: l(y, ŷ) = exp(ŷ)− yŷ

Èñïîëüçîâàíèå âñåõ âûøåïåðå÷èñëåííûõ ôóíêöèé ïîòåðü ïðèâîäèò ê ôóíêöèè ýìïè-

ðè÷åñêîãî ðèñêà L(β), âûïóêëîé ïî β.

1.2 Âèäû ðåãóëÿðèçàöèè

Çàäà÷à (1) îáû÷íî ðåøàåòñÿ ñ ïîìîùüþ ÷èñëåííûõ ìåòîäîâ îïòèìèçàöèè. Êà÷åñòâî

ðåøåíèÿ ìîæåò áûòü íåóäîâëåòâîðèòåëüíûì ïî ñëåäóþùèì ïðè÷èíàì:

� Ðåøåíèå ìîæåò çíà÷èòåëüíî èçìåíÿòüñÿ ïðè ñêîëü óãîäíî ìàëûõ èçìåíåíèÿõ îáó÷à-

þùåé âûáîðêè (íåêîððåêòíî ïîñòàâëåííàÿ çàäà÷à);
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� ×èñëåííûå ìåòîäû ìîãóò ðàáîòàòü íåñòàáèëüíî;

� Ðåøåíèå ìîæåò îáëàäàòü ïëîõîé îáîáùàþùåé ñïîñîáíîñòüþ.

Äëÿ óñòðàíåíèÿ ýòèõ ïðîáëåì ê ôóíêöèè ðèñêà äîáàâëÿþò ðåãóëÿðèçàöèþ R(β) è ðåøà-

åòñÿ çàäà÷à ìèíèìèçàöèè ðåãóëÿðèçîâàííîãî ýìïèðè÷åñêîãî ðèñêà

β∗ = argmin
β

(L(β) +R(β)) (2)

Ïåðå÷èñëèì íàèáîëåå ÷àñòî èñïîëüçóåìûå âèäû ðåãóëÿðèçàöèè:

1. L1 ðåãóëÿðèçàöèÿ

R(β) = λ1‖β‖1 = λ1

p∑
k=1

|βk|

Îáëàäàåò òåì ñâîéñòâîì, ÷òî ó ðåøåíèÿ ÷àñòü êîìïîíåíò áóäóò íóëåâûìè. ×åì áîëü-

øå λ1 - òåì áîëüøå íóëåâûõ êîìïîíåíò. Òàêèì îáðàçîì, L1 ðåãóëÿðèçàöèÿ âûïîëíÿåò

òàêæå îòáîð ïðèçíàêîâ. Êðîìå òîãî, L1 ðåãóëÿðèçàöèÿ èìååò òåíäåíöèþ îòáèðàòü ïî

îäíîìó ïðèçíàêó èç ãðóïïû ñèëüíî êîððåëèðîâàííûõ. Ôóíêöèÿ R(β) - íå ãëàäêàÿ â

òî÷êå β = 0.

2. L2 ðåãóëÿðèçàöèÿ

R(β) = λ2‖β‖2
2 =

λ2

2

p∑
k=1

β2
k

Ôóíêöèÿ R(β) - ãëàäêàÿ è íå ïðèâîäèò ê çàíóëåíèþ êîìïîíåíò β. Èìååò òåíäåíöèþ

óìåíüøàòü ïî àáñîëþòíîìó çíà÷åíèþ êîýôôèöèåíòû β, çíà÷åíèÿ êîòîðûõ íå ìîãóò

áûòü äîñòîâåðíî îïðåäåëåíû ïî îáó÷àþùåé âûáîðêå.

3. Êîìáèíàöèÿ L1 è L2 ðåãóëÿðèçàöèè íîñèò íàçâàíèå "elastic net" [1]

R(β) = λ1‖β‖1 +
λ2

2
‖β‖2

2

Âûïîëíÿåò îòáîð ïðèçíàêîâ òàêæå, êàê è L1 ðåãóëÿðèçàöèÿ. Â òîæå âðåìÿ, elastic net

ðåãóëÿðèçàöèÿ èìååò òåíäåíöèþ îñòàâëÿòü ãðóïïó êîððåëèðîâàííûõ êîýôôèöèåíòîâ

öåëèêîì. Elastic net ðåãóëÿðèçàöèÿ íå ãëàäêàÿ â òî÷êå β = 0.

4. Ãðóïïîâîå ëàññî (group lasso) [2, 3]

R(β) =
∑
g∈G

λg‖βg‖2

ãäå β = (βT1 , . . . ,β
T
m)T , èñïîëüçóåòñÿ â ñëó÷àå åñëè íåîáõîäèìî ãàðàíòèðîâàòü îòáîð

ïðèçíàêîâ ãðóïïàìè, íàïðèìåð ïðè 1-hot êîäèðîâàíèè êàòåãîðèàëüíûõ ïåðåìåííûõ,
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èëè åñëè íóæíî ãàðàíòèðîâàòü èíâàðèàíòíîñòü îòíîñèòåëüíî îðòîãîíàëüíûõ ïðåîá-

ðàçîâàíèé ïîäïðîñòðàíñòâ ãðóïï. Äàííàÿ ðåãóëÿðèçàöèÿ òàêæå íå ãëàäêàÿ â òî÷êå

β = 0.

5. Smoothly Clipped Absolute Deviation (SCAD) [4] äëÿ íàãëÿäíîñòè îáû÷íî îïðåäåëÿ-

åòñÿ ÷åðåç ïðîèçâîäíóþ

R(β) =

p∑
k=1

rSCAD(|βk|, λ1, a)

r′SCAD(z) = λ1

{
I(z ≤ λ1) +

(aλ1 − z)+

(a− 1)λ1

I(z > λ1)

}
, z ≥ 0, a > 2, λ1 > 0

Â îòëè÷èå îò L1 ðåãóëÿðèçàöèè, SCAD äàåò íåñìåùåííûå îöåíêè äëÿ áîëüøèõ ïî

ìîäóëþ êîýôôèöèåíòîâ βk. Äàííûé ðåãóëÿðèçàòîð íå âûïóêëûé è íå ãëàäêèé â òî÷êå

β = 0.

6. Minimax Convex Penalty (MCP) [5] òàêæå îïðåäåëÿåòñÿ ÷åðåç ïðîèçâîäíóþ

R(β) =

p∑
k=1

rMCP (|βk|, λ1, γ)

r′MCP (z) = λ1

(
1− |z|

γλ1

)
+

sgn(z), γ > 0, λ1 > 0

è îáëàäàåò àíàëîãè÷íûìè SCAD ñâîéñòâàìè.

7. Sparse Laplacian Shrinhage (SLS) [31]

R(β) =

p∑
j=1

rMCP (|βk|, λ1, γ) +
λ2

2

∑
1≤j<k≤p

|ajk|(βj − sjkβk)2

sjk = sgn(ajk)

Âûïîëíÿåò ðåãóëÿðèçàöèþ è îòáîð ïðèçíàêîâ ñ ó÷åòîì ïîïàðíûõ êîððåëÿöèé ìåæäó

ïåðåìåííûìè. Ìàòðèöà (ajk) õàðàêòåðèçóåò ïîõîæåñòü ïåðåìåííûõ βj è βk. Åå ìîæíî

ïîëîæèòü ðàâíîé, íàïðèìåð, êîýôôèöèåíòó ëèíåéíîé êîððåëÿöèè ajk = (xTj xk)/(‖xi‖‖xk‖).

Ðåãóëÿðèçàòîðû L1, L2, elastic net, group lasso ÿâëÿþòñÿ âûïóêëûìè. Ïîýòîìó çàäà÷à

(2) ÿâëÿåòñÿ çàäà÷åé âûïóêëîé îïòèìèçàöèè. Åñëè ðåãóëÿðèçàòîð ãëàäêèé (L2), òî ðåøå-

íèå çàäà÷è óïðîùàåòñÿ, ýòîò ñëó÷àé îïèñàí â ðàçäåëå 1.4. Ñëó÷àé íåãëàäêîãî ðåãóëÿðèçà-

òîðà áîëåå ñëîæíûé ñ òî÷êè çðåíèÿ îïòèìèçàöèè, ïîäõîäû ê ðåøåíèþ îïèñàíû â ðàçäåëå

1.3. Äëÿ íåâûïóêëûõ ðåãóëÿðèçàòîðîâ SCAD, MCP, SLS ìîæíî ïðèìåíÿòü ìåòîäû, ðàç-

ðàáîòàííûå äëÿ L1 ðåãóëÿðèçàöèè, ïðàâäà óæå áåç ãàðàíòèé ñõîäèìîñòè.
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S(x, a)

a-a

Ðèñ. 2: Ôóíêöèÿ soft thresholding

1.3 Ìåòîäû äëÿ L1 ðåãóëÿðèçàöèè

1.3.1 Àëãîðèòì Shooting

Äàâàéòå ñíà÷àëà îïèøåì ïðîñòîé àëãîðèòì Shooting [32, 33], èñïîëüçóþùèéñÿ äëÿ ðå-

øåíèÿ çàäà÷è LASSO. Èñòîðè÷åñêè Shooting áûë îäíèì èç ïåðâûõ àëãîðèòì ïîêîîðäè-

íàòíîãî ñïóñêà äëÿ çàäà÷ ñ L1 ðåãóëÿðèçàöèåé, êðîìå òîãî îí ïðèìåíÿåòñÿ êàê ñîñòàâíàÿ

÷àñòü áîëåå ñëîæíûõ àëãîðèòìîâ, êîòîðûå áóäóò èñïîëüçîâàòüñÿ â äàííîé ðàáîòå. Çàäà÷à

LASSO ñîñòîèò â ìèíèìèçàöèè ôóíêöèè

argmin
β

(
1

2

n∑
i=1

(yi − βTxi)
2 + λ1‖β‖1

)
.

Àëãîðèòì 1: Shooting

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, λ1 ≥ 0

1 β ← 0

2 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

3 Öèêë j = 1 . . . p

4 ìèíèìèçèðîâàòü 1
2

∑n
i=1(βTxi − yi)2 + λ1‖β‖1 ïî ïåðåìåííîé βk:

5 βk ← S
(∑n

i=1 xik(yi−(si−βkxik))∑n
i=1 x

2
ik

, λ1∑n
i=1 x

2
ik

)
, ãäå si = βTxi

Âîçâðàò: β

Â àëãîðèòìå Shooting èñïîëüçóåòñÿ ôóíêöèÿ S(·) (soft thresholding function)

S(x, a) = sgn(x) max(|x| − a, 0). (3)

Ãðàôèê äàííîé ôóíêöèè èçîáðàæåí íà ðèñ. 2. Íåñìîòðÿ íà ïðîñòîòó, àëãîðèòì Shooting

ýôôåêòèâíî ðåøàåò çàäà÷ó LASSO äëÿ âûáîðîê ñ âûñîêîé ðàçìåðíîñòüþ p. Åñëè îáúåêòû
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îáó÷àþùåé âûáîðêè èìåþò âåñà wi, òî ôóíêöèÿ ýìïèðè÷åñêîãî ðèñêà áóäåò ðàâíà

argmin
β

(
1

2

n∑
i=1

wi(yi − βTxi)
2 + λ‖β‖1

)
.

Â ýòîì ñëó÷àå øàã (3) àëãîðèòìà Shooting ïðèîáðåòàåò âèä:

βk ← S

(∑n
i=1 wixik(yi − (si − βkxik))∑n

i=1 wix
2
ik

,
λ∑n

i=1wix
2
ik

)
. (4)

Äëÿ ýôôåêòèâíîé ðåàëèçàöèè àëãîðèòìà íåîáõîäèìî õðàíèòü âåêòîð ñêàëÿðíûõ ïðîèç-

âåäåíèé s = (xiβ
T )ni=1. Êîëè÷åñòâî îïåðàöèé àëãîðèòìà Shooting ïðè îáíîâëåíèè ïåðå-

ìåííîé βj ïðîïîðöèîíàëüíî êîëè÷åñòâó ïðèìåðîâ ñ íåíóëåâûì xij. Ïîýòîìó îáùàÿ ñëîæ-

íîñòü îäíîé èòåðàöèè - O(nnz). Ñëåäîâàòåëüíî, àëãîðèòì Shooting îñîáåííî ýôôåêòèâåí

íà ðàçðåæåííûõ âûáîðêàõ, êîãäà nnz � np, à áîëüøèå îáó÷àþùèé âûáîðêè, êàê ïðàâèëî,

ÿâëÿþòñÿ ðàçðåæåííûìè.

1.3.2 Ìåòîä GLMNET

Ìåòîä GLMNET [13] ïðåäíàçíà÷åí äëÿ îáó÷åíèÿ îáîáùåííûõ ëèíåéíûõ ìîäåëåé ñ L1

è L2 ðåãóëÿðèçàöèåé. Äàííàÿ çàäà÷à èìååò âèä

argmin
β

{
n∑
i=1

`(yi,β
Txi) + λ‖β‖1 +

λ2

2
‖β‖2

2

}
. (5)

Íà êàæäîé èòåðàöèè GLMNET ñòðîèò êâàäðàòè÷íîå ïðèáëèæåíèå ê ôóíêöèè ðèñêà

n∑
i=1

`(yi, (β + ∆β)Txi) ≈

≈
n∑
i=1

{
`(yi,β

Txi) +
∂`(yi,β

Txi)

∂ŷ
∆βTxi +

1

2
(∆βTxi)

∂2`(yi,β
Txi)

∂ŷ2
(∆βTxi)

}
=

= C(β) +
1

2

n∑
i=1

wi(zi −∆βTxi)
2,

ãäå

wi =
∂2`(yi,β

Txi)

∂ŷ2
,

zi = − ∂`(yi,β
Txi)/∂ŷ

∂2`(yi,β
Txi)/∂ŷ2

,

C(β) = L(β)− 1

2

n∑
i=1

z2
iwi.
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Äëÿ ñëó÷àÿ ëîãèñòè÷åñêîé ðåãðåññèè

zi =
(yi + 1)/2− p(xi)
p(xi)(1− p(xi))

,

wi = p(xi)(1− p(xi)),

p(xi) =
1

1 + e−β
Txi

.

Â äàëüíåéøåì ìû áóäåì èñïîëüçîâàòü ñëåäóþùåå îáîçíà÷åíèå äëÿ êâàäðàòè÷íîãî ïðè-

áëèæåíèÿ ê ôóíêöèè ðèñêà

Lq(β,∆β)
def
=

1

2

n∑
i=1

wi(zi −∆βTxi)
2.

Îñíîâíàÿ èäåÿ ìåòîäà GLMNET - èòåðàòèâíàÿ ìèíèìèçàöèÿ êâàäðàòè÷íîãî ïðèáëè-

æåíèÿ ê ôóíêöèè ðèñêà ïëþñ ðåãóëÿðèçàöèÿ

argmin
∆β

{
1

2

n∑
i=1

wi(zi −∆βTxi)
2 + λ1‖β + ∆β‖1 +

λ2

2
‖β + ∆β‖2

2

}
(6)

ñ ïîìîùüþ ïîêîîðäèíàòíîãî ñïóñêà. Ìèíèìèçàöèÿ êâàäðàòè÷íîãî ïðèáëèæåíèÿ (6) ïî

ïåðåìåííîé ∆βj àíàëîãè÷íî çàäà÷å LASSO ñ âåñàìè (4) (îòëè÷àåòñÿ òîëüêî íàëè÷èåì

äîïîëíèòåëüíîé L2 ðåãóëÿðèçàöèè) è èìååò ïðîñòîé àíàëèòè÷åñêèé âèä

∆β∗j =
S (
∑n

i=1wixijqi, λ1)∑n
i=1wix

2
ij + λ2

− βj, (7)

qi = zi −∆βTxi + (βj + ∆βj)xij.

Òàêèì îáðàçîì, ìåòîä GLMNET ïîçâîëÿåò ìèíèìèçèðîâàòü ëîêàëüíûå êâàäðàòè÷íûå

ïðèáëèæåíèÿ ê öåëåâîé ôóíêöèè áåç õðàíåíèÿ Ãåññèàíà â ÿâíîì âèäå. Ýòî îñîáåííî âàæíî

äëÿ çàäà÷ áîëüøîé ðàçìåðíîñòè.

Ôîðìàëüíîå îïèñàíèå GLMNET ïðèâåäåíî â Àëãîðèòìå 2. Äàííûé àëãîðèòì èìååò

ñòðóêòóðó èç òðåõ âëîæåííûõ öèêëîâ. Íà ñàìîì ãëóáîêîì öèêëå âûïîëíÿþòñÿ øàãè ïî

îòäåëüíûì êîîðäèíàòàì βj äëÿ ìèíèìèçàöèè êâàäðàòè÷íîãî ïðèáëèæåíèÿ (6). Íà ïðîìå-

æóòî÷íîì öèêëå ïðîâåðÿåòñÿ ñõîäèìîñòü ìèíèìèçàöèè êâàäðàòè÷íîãî ïðèáëèæåíèÿ (6),

ò.å. îïðåäåëÿåòñÿ ñêîëüêî öèêëîâ ïî âñåì êîîðäèíàòàì íóæíî ñäåëàòü. Íàêîíåö, â ñàìîì

âåðõíåì öèêëå ïðîèçâîäÿòñÿ øàãè àëãîðèòìà β ← β + ∆β è ïðîâåðÿåòñÿ ñõîäèìîñòü èñ-

õîäíîé çàäà÷è (5).

Àëãîðèòì GLMNET ìîæåò áûòü çíà÷èòåëüíî óñêîðåí åñëè âûïîëíÿòü øàãè òîëüêî ïî

ïîäìíîæåñòâó àêòèâíûõ ïåðåìåííûõ. Â ïðîìåæóòî÷íîì öèêëå òîëüêî ïåðâûé ðàç âûïîë-

íÿåòñÿ ïðîõîä ïî âñåì ïåðåìåííûì βj, j = 1 . . . p. Ïîñëåäóþùèå ïðîõîäû âûïîëíÿþòñÿ

òîëüêî ïî ïîäìíîæåñòâó ïåðåìåííûõ ñ íåíóëåâûìè βj. Èòåðàöèè ïî ïîäìíîæåñòâó àêòèâ-

íûõ ïåðåìåííûõ òàêæå èñïîëüçóþòñÿ â ðàáîòàõ [3, 34].
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Àëãîðèòì 2: Àëãîðèòì GLMNET

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, λ1 ≥ 0, λ2 ≥ 0

1 β ← 0

2 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà 1

3 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà 2

4 Öèêë j = 1 . . . p

5 ìèíèìèçèðîâàòü 1
2

∑n
i=1 wi(zi −∆βTxi)

2 + λ1‖β + ∆β‖1 + λ2
2
‖β + ∆β‖2

2

6 ïî ∆βj:

7 ∆βj =
S(

∑n
i=1 wixijqi,λ1)∑n

i=1 wix2ij
− βj , ãäå si = βTxi

8 β ← β + ∆β

Âîçâðàò: β

Àëãîðèòì 3: Âû÷èñëåíèå ïóòè ðåãóëÿðèçàöèè

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, K

1 Âû÷èñëèòü λmax ïî ôîðìóëå (8)

2 β ← 0

3 Öèêë i = 1 . . . K

4 Ðåøèòü (5) ñ ïàðàìåòðîì λ = λmax ∗ 2−i, èñïîëüçóÿ ïðåäûäóùåå β êàê

íà÷àëüíîå ïðèáëèæåíèå

Âîçâðàò: ñïèñîê {λ,β}

1.3.3 Ïóòü ðåãóëÿðèçàöèè

Íà ïðàêòèêå ÷àñòî îïòèìàëüíûå ïàðàìåòðû ðåãóëÿðèçàöèè íå èçâåñòíû çàðàíåå. Â

ýòîì ñëó÷àå, ìîæíî ýôôåêòèâíî ðåøèòü çàäà÷ó ñðàçó äëÿ ìíîæåñòâà ïàðàìåòðîâ λ1, λ2.

Îáû÷íî ïîëàãàþò [13]

λ1 = αλ, λ2 = (1− α)λ

äëÿ íåêîòîðîãî ôèêñèðîâàííîãî 0 < α ≤ 1 è ïðîèçâîäèòñÿ ïåðåáîð λ ïî óáûâàíèþ. Äàííàÿ

ïðîöåäóðà íàçûâàåòñÿ ïîèñêîì ïóòè ðåãóëÿðèçàöèè (regularization path) è îíà ïðèâåäåíà

â Àëãîðèòìå 3.

Ïàðàìåòð λmax - ýòî ìèíèìàëüíîå çíà÷åíèå λ, ïðè êîòîðîì ðåøåíèåì (5) áóäåò β = 0

è íàõîäèòñÿ èç óñëîâèÿ ðàâåíñòâà ìèíèìàëüíîãî ñóáãðàäèåíòà L(β) íóëþ

λmax =
1

α
max
j

∣∣∣∣∣
n∑
i=1

∂`(yi,β
Txi)

∂ŷ
xij

∣∣∣∣∣ . (8)
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Ðèñ. 3: Ïóòü ðåãóëÿðèçàöèè

Ïðèìåð ïóòè ðåãóëÿðèçàöèè ïðèâåäåí íà ðèñ. 3. Êàæäàÿ òî÷êà íà ýòîì ãðàôèêå - ýòî

êëàññèôèêàòîð, îáó÷åííûé äëÿ íåêîòîðîãî ïàðàìåòðà λ. Ïî îñè OX îòëîæåíî êîëè÷åñòâî

íåíóëåâûõ êîìïîíåíò β, ïî îñè OY - êà÷åñòâî êëàññèôèêàòîðà íà òåñòîâîé âûáîðêå.

1.3.4 Ìåòîä newGLMNET

Íåñìîòðÿ íà õîðîøèå ðåçóëüòàòû ïîëó÷åííûå íà ìíîãèõ âûáîðêàõ, áûëè îáíàðóæå-

íû ñëó÷àè, êîãäà ìåòîä GLMNET íå ñõîäèòñÿ. Ïîýòîìó Yuan et al. [14] ïðåäëîæèëè åãî

óëó÷øåíèå - newGLMNET. Ïîëíîñòüþ ïðèâîäèòüñÿ ôîðìàëüíîå îïèñàíèå newGLMNET

íå áóäåò, ò.ê. îí ñëîæåí è ñîäåðæèò áîëüøîå ÷èñëî ýâðèñòèê, óñêîðÿþùèõ ñõîäèìîñòü.

Ìåòîä newGLMNET â öåëîì ïîâòîðÿåò GLMNET, çà èñêëþ÷åíèåì ñëåäóþùèõ îñíîâíûõ

îòëè÷èé:

1. Äâóõóðîâíåâûé àëãîðèòì äëÿ îïðåäåëåíèÿ ïîäìíîæåñòâà "àêòèâíûõ ïåðåìåííûõ".

Âû÷èñëåíèÿ ∆βj äåëàþòñÿ òîëüêî äëÿ àêòèâíûõ ïåðåìåííûõ.

2. Àäàïòèâíûé êðèòåðèé îñòàíîâêè ïðè îïòèìèçàöèè êâàäðàòè÷íîãî ïðèáëèæåíèÿ (6)

Íà ïåðâûõ èòåðàöèÿõ äåëàåòñÿ ãðóáàÿ îïòèìèçàöèÿ, íà ïîñëåäóþùèõ - áîëåå òî÷íàÿ
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3. Øàã β ← β + ∆β, çàìåíÿåòñÿ íà

β ← β + α∆β,

â êîòîðîì α - ýòî ìàêñèìàëüíûé ýëåìåíò èç ïîñëåäîâàòåëüíîñòè {bj}j=0,1,..., óäîâëå-

òâîðÿþùèé êðèòåðèþ Àðìèõî

f(β + α∆β) ≤ f(β) + ασD,

ãäå 0 < b < 1, 0 < σ < 1, 0 ≤ γ < 1, è

D = ∇L(β)T∆β + γ∆βTH∆β +R(β + ∆β)−R(β).

Èç ïåðå÷èñëåííûõ óñëîâèé òîëüêî 3-å ÿâëÿåòñÿ êðèòè÷åñêèì äëÿ ãàðàíòèè ñõîäèìîñòè

ìåòîäà newGLMNET. Â ýòîì ñëó÷àå newGLMNET ñòàíîâèòñÿ ÷àñòíûì ñëó÷àåì ñåìåéñòâà

ìåòîäîì ïîêîîðäèíàòíîãî ñïóñêà Coordinate Gradient Descent (CGD) [35], äëÿ êîòîðûõ

äîêàçàíà òåîðåìà î ñõîäèìîñòè. Â ñòàòüÿõ [14, 11] áûëî ïðîâåäåíî ïîäðîáíîå ñðàâíåíèå

ñóùåñòâóþùèõ ìåòîäîâ äëÿ ëîãèñòè÷åñêîé ðåãðåññèè ñ L1-ðåãóëÿðèçàöèåé è áûëî óñòà-

íîâëåíî, ÷òî ìåòîä newGLMNET ðàáîòàåò ëó÷øå âñåãî ïî áîëüøîìó ÷èñëó êðèòåðèåâ:

ñêîðîñòü îïòèìèçàöèè öåëåâîé ôóíêöèè, ñêîðîñòü óâåëè÷åíèÿ êà÷åñòâà íà òåñòîâîé âû-

áîðêå, ðàçðåæåííîñòü ðåøåíèÿ.

1.3.5 Îíëàéí îáó÷åíèå ñ óñå÷åííûì ãðàäèåíòîì

Îíëàéí-îáó÷åíèå ÷àñòî èñïîëüçóåòñÿ äëÿ ïîñòðîåíèÿ ðåãðåññèé íà áîëüøèõ îáó÷àþ-

ùèõ âûáîðêàõ. Ïðè îíëàéí îáó÷åíèè íå òðåáóåòñÿ çàãðóæàòü âñþ âûáîðêó â îïåðàòèâíóþ

ïàìÿòü, ò.ê. îáúåêòû ìîæíî îáðàáàòûâàòü ïî îäíîìó. Ïðåèìóùåñòâî ìåòîäîâ îíëàéí îáó-

÷åíèÿ äëÿ áîëüøèõ îáó÷àþùèõ âûáîðîê, íàïðèìåð ìåòîäà ñòîõàñòè÷åñêîãî ãðàäèåíòà,

ìîæåò áûòü îáîñíîâàíî ÷åðåç approximation-estimation-optimization tradeo� [36].

Äëÿ îíëàéí îáó÷åíèÿ çàäà÷à îáû÷íî ñòàâèòñÿ â âèäå

argmin
β

{
1

n

n∑
i=1

(
`(yi,β

Txi) +
λ1

n
‖β‖1

)}
,

ò.å. ðåãóëÿðèçàòîð äîáàâëÿåòñÿ îòäåëüíî ê êàæäîìó îáó÷àþùåìó ïðèìåðó. Ìåòîä ñòîõà-

ñòè÷åñêîãî ãðàäèåíòà íàïðÿìóþ íå ïðèìåíèì äëÿ çàäà÷ ñ L1 ðåãóëÿðèçàöèåé, ò.ê. äàííûé

ðåãóëÿðèçàòîð íå äèôôåðåíöèðóåì â íóëå. Êðîìå òîãî, øàãè ñòîõàñòè÷åñêîãî ãðàäèåíòà

â ýòîì ñëó÷àå

βj ← βj − η
(
∂`(yi,β

Txi)

∂βj
+
λ1

n
sgn(βj)

)
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íå áóäóò ïðèâîäèòü ê çàíóëåíèþ êîìïîíåíò β. Ïîýòîìó äëÿ îáîáùåííûõ ëèíåéíûõ ìî-

äåëåé ñ L1 ðåãóëÿðèçàöèåé â [7] áûë ïðåäëîæåí ìåòîä "îíëàéí îáó÷åíèÿ ñ óñå÷åííûì

ãðàäèåíòîì" (online learning via truncated gradient). ×èñëåííûå ýêñïåðèìåíòû ïîêàçû-

âàþò, ÷òî äàííûé ìåòîä îáåñïå÷èâàåò õîðîøåå êà÷åñòâî êëàññèôèêàöèè è äîñòàòî÷íóþ

ðàçðåæåííîñòü ðåøåíèÿ çà ñóùåñòâåííî ìåíüøåå âðåìÿ, ÷åì ïàêåòíûå àëãîðèòìû. Ìå-

òîä îíëàéí îáó÷åíèÿ ñ óñå÷åííûì ãðàäèåíòîì ïðèâåäåí â Àëãîðèòìå 4 è ðåàëèçîâàí â

ïðîãðàììå Vowpal Wabbit. Íà ïðîòÿæåíèè îáó÷åíèÿ òåìï η ìåíÿåòñÿ ïî ñëîæíîìó ïðàâè-

ëó, ñîäåðæàùåìó ìíîãî ýâðèñòèê, óëó÷øàþùèõ ñõîäèìîñòü [37, 38, 39]. Òàêæå ïðîãðàììà

Vowpal Wabbit ïîçâîëÿåò çàäàòü íà÷àëüíûé òåìï η0 è ñòåïåíü ñêîðîñòè óáûâàíèÿ òåìïà

p. Â Àëãîðèòìå 4 èñïîëüçóåòñÿ ôóíêöèÿ soft-thresholding S(·) (3).

Àëãîðèòì 4: Îíëàéí îáó÷åíèå ñ óñå÷åííûì ãðàäèåíòîì

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, λ1 ≥ 0, Npasses

1 β ← 0

2 Öèêë k = 1 . . . Npasses

3 Öèêë i = 1 . . . n

4 Öèêë j = 1 . . . p

5 βj ← βj − η(∂`(yi,β
Txi)/∂βj)

6 βj ← S(βj, η
λ1
n

)

Âîçâðàò: β

Ðåàëèçàöèÿ Àëãîðèòìà 4 íàïðÿìóþ ïîòðåáóåò O(np) îïåðàöèé íà êàæäûé ïðîõîä ïî

âûáîðêå (ñàìûé âåðõíèé öèêë). Ýòî ÿâëÿåòñÿ íåæåëàòåëüíûì ïðè ðàáîòå ñ áîëüøèìè

îáó÷àþùèìè âûáîðêàìè, êîãäà îäíîâðåìåííî n è p ìîãóò áûòü áîëüøèìè. Ïîýòîìó ïðè-

ìåíÿåòñÿ ñëåäóþùàÿ îïòèìèçàöèÿ. Çàìåòèì, ÷òî

∂`(yi,β
Txi)

∂βj
=
∂`(yi,β

Txi)

∂ŷ
xij,

Òàêèì îáðàçîì, åñëè xij = 0, òî íóæíî ñäåëàòü òîëüêî øàã 6. Äëÿ ýôôåêòèâíîé ðåàëèçàöèè

äëÿ êàæäîé êîìïîíåíòû βj çàïîìèíàåòñÿ íîìåð èòåðàöèè τi1 , êîãäà xi1j 6= 0 â ïîñëåäíèé

ðàç. È â áëèæàéøåé èòåðàöèè τi2 , â êîòîðîé xi2j 6= 0, øàã 6 âûïîëíÿåòñÿ τi2 − τi1 ðàç

βj ← S(βj, (τi2 − τi1)ηλ1).

Òàêèì îáðàçîì, êîëè÷åñòâî íåîáõîäèìûõ îïåðàöèé íà îäèí ïðîõîä ïî âûáîðêå ñîñòàâëÿåò

O(nnz).
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Ñòîèò îòìåòèòü, ÷òî ñõîäèìîñòü ìåòîäà è ýôôåêòèâíàÿ ðåàëèçàöèÿ â ðàáîòå [7] ïðåä-

ëîæåíû òîëüêî äëÿ ïîñòîÿííîãî òåìïà îáó÷åíèÿ. Ýôôåêòèâíàÿ ðåàëèçàöèÿ äëÿ ñëó÷àÿ

óáûâàþùåãî òåìïà îáó÷åíèÿ ïðåäëîæåíà â [40].
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1.4 Ìåòîäû äëÿ L2 ðåãóëÿðèçàöèè

Îáó÷åíèå GLM ñ L2 ðåãóëÿðèçàöèåé ñâîäèòñÿ ê ðåøåíèþ ñëåäóþùåé çàäà÷è îïòèìè-

çàöèè

β∗ = argmin
β

{
n∑
i=1

`(yi,β
Txi) +

λ2

2
‖β‖2

}
. (9)

1.4.1 Îíëàéí îáó÷åíèå

Çàäà÷à 9 ìîæåò áûòü ðåøåíà ñ ïîìîùüþ øèðîêîãî êëàññà ìåòîäîâ îíëàéí îáó÷åíèÿ,

ò.ê. äëÿ âñåõ ðàññìàòðèâàåìûõ â äàííîé ðàáîòå GLM öåëåâàÿ ôóíêöèÿ âûïóêëàÿ è ãëàä-

êàÿ. Â äàííîì ðàçäåëå îïèñàí àëãîðèòì îíëàéí îáó÷åíèÿ èç ïðîãðàììû Vowpal Wabbit,

ñì. Àëãîðèòì 5. Íà ïðîòÿæåíèè îáó÷åíèÿ òåìï η ìåíÿåòñÿ ïî ñëîæíîìó ïðàâèëó, ñîäåð-

æàùåìó ìíîãî ýâðèñòèê, óëó÷øàþùèõ ñõîäèìîñòü [37, 38, 39].

Àëãîðèòì 5: Îíëàéí îáó÷åíèå äëÿ GLM ñ L2-ðåãóëÿðèçàöèåé

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, λ2 ge0, Npasses

1 β ← 0,w← 0

2 Öèêë k = 1 . . . Npasses

3 Öèêë i = 1 . . . n

4 Öèêë j = 1 . . . p

5 βj ← βj − η(∂L(βTxi,yi)
∂βj

− λ2
n
βj)

Âîçâðàò: β

Ñëîæíîñòü îäíîãî ïðîõîäà ïî âûáîðêå ñîñòàâëÿåò O(nnz).

1.4.2 BFGS

Ìåòîä BFGS [41, 42] ïðåäíàçíà÷åí äëÿ ðåøåíèÿ çàäà÷è îïòèìèçàöèè

x∗ = argmin
x∈Rp

f(x),

ãäå f(·) - ãëàäêàÿ âûïóêëàÿ ôóíêöèÿ.

Ìåòîä BFGS ÿâëÿåòñÿ îäíèì èç ñàìûõ ýôôåêòèâíûõ êâàçè-íüþòîíîâñêèõ ìåòîäîâ äëÿ

ðåøåíèÿ çàäà÷ îïòèìèçàöèè çàäà÷àõ áîëüøîé ðàçìåðíîñòè. Â êîíòåêñòå ìàøèííîãî îáó-

÷åíèÿ îí óñïåøíî èñïîëüçóåòñÿ ïðè îáó÷åíèè ãðàôè÷åñêèõ ìîäåëåé è GLM ñ L2 ðåãó-

ëÿðèçàöèåé [43]. Â çàäà÷àõ áîëüøîé ðàçìåðíîñòè ãåññèàí íåâîçìîæíî õðàíèòü â ÿâíîì
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âèäå. Ìåòîä BFGS òðåáóåò òîëüêî âû÷èñëåíèé çíà÷åíèé ôóíêöèè è åå ïðîèçâîäíîé, ïî

ìåðå èòåðàöèé ñòðîÿ íèçêîðàíãîâûå ïðèáëèæåíèÿ ê îáðàòíîìó ãåññèàíó. Ïðèáëèæåíèå â

îáðàòíîìó ãåññèàíó îáíîâëÿåòñÿ íà êàæäîé èòåðàöèè ïî ôîðìóëå

Hk+1 = V T
k HkVk + ρksks

T
k , (10)

ãäå

sk = xk+1 − xk, yk = ∇f(xk+1)−∇f(xk),

ρk =
1

yTk sk
, Vk = I − ρkyksTk .

Íà÷àëüíîå ïðèáëèæåíèå H0, êàê ïðàâèëî, âûáèðàåòñÿ äèàãîíàëüíûì

H0 = diag

[(
∂2f(x0)

∂x2
1

)−1

, . . . ,

(
∂2f(x0)

∂x2
p

)−1
]
.

Â Àëãîðèòìå 6 äàíî ôîðìàëüíîå îïèñàíèå ìåòîäà BFGS.

Àëãîðèòì 6: Ìåòîä BFGS

Âõîä : íà÷àëüíàÿ òî÷êà x0, íà÷àëüíîå ïðèáëèæåíèå Ãåññèàíà H0,

0 < c1 < c2 < 1

1 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

2 Âû÷èñëèòü íàïðàâëåíèå ïîèñêà:

3 pk = −Hk∇f(xk)

4 xk+1 = xk + αkpk, ãäå αk âûáèðàåòñÿ òàêèì, ÷òîáû óäîâëåòâîðèòü óñëîâèÿì

Âîëüôå:

f(xk + αkpk) ≤ f(xk) + c1αk∇fTk (xk)pk

∇f(xk + αkpk)
Tpk ≥ c2∇fTk (xk)pk

Âû÷èñëèòü Hk+1 ïî ôîðìóëå (10)

5 k ← k + 1

Âîçâðàò: xk

Äëÿ âûïîëíåíèÿ èòåðàöèé BFGS íåîáõîäèìî õðàíèòü ïîñëåäîâàòåëüíîòè âåêòîðîâ

{s1, . . . , sk} è {y1, . . . , yk}. Îáíîâëåíèå ïðèáëèæåíèÿ ê ãåññèàíó (10) è âû÷èñëåíèÿ íà-

ïðàâëåíèÿ øàãà pk = −Hk∇f(xk) òðåáóþò òîëüêî âû÷èñëåíèÿ ñêàëÿðíûõ ïðîèçâåäåíèé

âåêòîðîâ ðàçìåðà p. Èìåííî ïîýòîìó ìåòîä BFGS õîðîøî ïîäõîäèò äëÿ çàäà÷ áîëüøîé

ðàçìåðíîñòè. Ìîæíî ïîêàçàòü [42], ÷òî åñëè ôóíêöèÿ f(·) îáëàäàåò îïðåäåëåííûìè ñâîé-

ñòâàìè, òî ìåòîä BFGS ãëîáàëüíî ñõîäèòñÿ ñî ñâåðõëèíåéíîé ñêîðîñòüþ.
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1.4.3 Limited Memory BFGS (L-BFGS)

Íåñìîòðÿ íà òî, ÷òî ìåòîä BFGS õîðîøî ïîäõîäèò äëÿ ðåøåíèÿ çàäà÷ îïòèìèçàöèè

âûñîêîé ðàçìåðíîñòè, ïîñëå áîëüøîãî ÷èñëà èòåðàöèé äëÿ õðàíåíèé ãåññèàíà Hk áóäåò

íåîáõîäèìî ñëèøêîì ìíîãî ìåñòà. Ïîýòîìó Liu and Nocedal [44] ðàçðàáîòàëè ìåòîä Limited

Memory BFGS (L-BFGS). Ìåòîä L-BFGS õðàíèò ìàòðèöû Hk ðàíãà íå áîëüøå m.

Äëÿ âû÷èñëåíèÿ îáíîâëåíèé ìàòðèöû Hk â ìåòîäå L-BFGS äîñòàòî÷íî õðàíèòü òîëüêî

m ïîñëåäíèõ çíà÷åíèé âåêòîðîâ s è y:

{sk−1, . . . , sk−m}, {yk−1, . . . , yk−m}.

Â ýòîì ñëó÷àå ïðèáëèæåíèå ê ãåññèàíó áóäåò âû÷èñëÿòüñÿ ïî ôîðìóëå

Hk =(V T
k−1 · · ·V T

k−m)H0
k(Vk−m · · ·Vk−1)

+ ρk−m(V T
k−1 · · ·V T

k−m+1)sk−ms
T
k−m(Vk−m+1 · · ·Vk−1)

+ ρk−m+1(V T
k−1 · · ·V T

k−m+2)sk−m+1s
T
k−m+1(Vk−m+2 · · ·Vk−1)

+ · · ·

+ ρk−1sk−1s
T
k−1.

Â îñòàëüíûõ àñïåêòàõ ìåòîä L-BFGS ñîâïàäàåò ñ BFGS (ñì. Àëãîðèòì 6). Íåäîñòàòêîì

L-BFGS ÿâëÿåòñÿ áîëåå ìåäëåííàÿ, ÷åì ó BFGS ñõîäèìîñòü. Òàêæå îí ïëîõî ðàáîòàåò äëÿ

çàäà÷, â êîòîðûõ ñîáñòâåííûå çíà÷åíèÿ ãåññèàíà ñèëüíî îòëè÷àþòñÿ ïî âåëè÷èíå. ×åì

áîëüøå õðàíèòñÿ ïîñëåäíèõ âåêòîðîâ s, y (ïàðàìåòð m) òåì ìåíüøå èòåðàöèé àëãîðèòìà

íóæíî äëÿ äîñòèæåíèÿ îïðåäåëåííîé òî÷íîñòè ñõîäèìîñòè. Â òîæå âðåìÿ, ñ ðîñòîì m

ðàñòåò îáúåì âû÷èñëåíèé íà îäíîé èòåðàöèè. Îáû÷íî âûáèðàåòñÿ m ðàâíîå íåñêîëüêèì

äåñÿòêàì. Ñëîæíîñòü îäíîé èòåðàöèè L-BFGS ðàâíà O(mp), íå ñ÷èòàÿ âðåìåíè âû÷èñ-

ëåíèÿ öåëåâîé ôóíêöèè è åå ãðàäèåíòà. Äëÿ õðàíåíèÿ âñïîìîãàòåëüíûõ âåêòîðîâ sk, yk

òàêæå íóæíî O(mp) îïåðàòèâíîé ïàìÿòè. Ýôôåêòèâíàÿ ðåàëèçàöèÿ L-BFGS äëÿ ìîäåëè

âû÷èñëåíèé Map/Reduce ïðåäëîæåíà â ðàáîòå [45].

1.4.4 Êîìáèíèðîâàíèå îíëàéí îáó÷åíèÿ è L-BFGS

Îíëàéí îáó÷åíèå è ìåòîä L-BFGS èìåþò ñâîè äîñòîèíñòâà è íåäîñòàòêè. Îíëàéí îáó-

÷åíèå ïîçâîëÿåò ãðóáî íàéòè ðåøåíèå çà íåñêîëüêî ïðîõîäîâ ïî îáó÷àþùåé âûáîðêå. Äëÿ

íåêîòîðûõ ïðàêòè÷åñêèõ çàäà÷ ýòîãî áûâàåò äîñòàòî÷íî, îñîáåííî, åñëè âûïîëíèòü áîëü-

øåå ÷èñëî ïðîõîäîâ ïðîñòî íå õâàòàåò âðåìåíè. Â òîæå âðåìÿ, ìåòîäû îíëàéí îáó÷åíèÿ
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îáëàäàþò ìåäëåííîé ëîêàëüíîé ñõîäèìîñòüþ è íå ïîçâîëÿþò íàéòè ðåøåíèå ñ áîëüøîé

òî÷íîñòüþ.

Ìåòîä L-BFGS - ýòî êâàçèíüþòîíîâñêèé ìåòîä. Ïîýòîìó îí, ñ îäíîé ñòîðîíû, ìåä-

ëåííî ñõîäèòñÿ â íà÷àëå, íî áûñòðî ñõîäèòñÿ âáëèçè îïòèìóìà. Ïîýòîìó êîìáèíèðîâàíèå

îíëàéí îáó÷åíèÿ è L-BFGS ñî÷åòàåò ñèëüíûå ñòîðîíû îáîèõ ìåòîäîâ è õîðîøî ðàáîòàåò

íà áîëüøèõ îáó÷àþùèõ âûáîðêàõ íà ïðàêòèêå. Ýòà èäåÿ áûëà ïðåäëîæåíà â ðàáîòå [18],

ñì. Àëãîðèòì 7.

Àëãîðèòì 7: Êîìáèíèðîâàíèå îíëàéí-îáó÷åíèÿ è L-BFGS
Âõîä : Îáó÷àþùàÿ âûáîðêà, ïàðàìåòð k

1 Âûïîëíèòü k ïðîõîäîâ îíëàéí îáó÷åíèÿ ïî âûáîðêå, ïîëó÷èòü ðåøåíèå βonline

2 Èñïîëüçîâàòü βonline êàê íà÷àëüíîå ïðèáëèæåíèå â ìåòîäå L-BFGS

3 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

4 Âûïîëíèòü èòåðàöèþ L-BFGS

5 β - òåêóùåå ðåøåíèå

Âîçâðàò: β
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2 Ïàðàëëåëüíûå ìåòîäû äëÿ ìèíèìèçàöèè ôóíêöèé ýì-

ïèðè÷åñêîãî ðèñêà GLM ñ ðåãóëÿðèçàöèåé

2.1 Ìîäåëè âû÷èñëåíèé è ïðîãðàììíûå àðõèòåêòóðû äëÿ ðàñïðå-

äåëåííîãî ìàøèííîãî îáó÷åíèÿ

Âàæíûì íàïðàâëåíèåì èññëåäîâàíèé ÿâëÿåòñÿ ðàçðàáîòêà ìåòîäîâ ìàøèííîãî îáó÷å-

íèÿ, ñïåöèàëüíî ïðåäíàçíà÷åííûõ äëÿ áîëüøèõ âûáîðîê, à òàêæå ðàçðàáîòêà ðàñïðåäåëåí-

íûõ âû÷èñëèòåëüíûõ ñèñòåì, ïîçâîëÿþùèõ ïðèìåíÿòü ñóùåñòâóþùèå ìåòîäû íà áîëüøèõ

âûáîðêàõ. Îò òàêèõ ñèñòåì òðåáóåòñÿ:

1. Ìàñøòàáèðóåìîñòü ïî êîëè÷åñòâó îáó÷àþùèõ ïðèìåðîâ è ïàðàìåòðàì ìîäåëè.

2. Îòêàçîóñòîé÷èâîñòü. Ïðè ðàñïðåäåëåííîì âûïîëíåíèè íà êëàñòåðå âåðîÿòíîñòü

îòêàçà õîòÿ áû îäíîãî óçëà âûñîêà. Ðàñïðåäåëåííàÿ ñèñòåìà äîëæíà áûòü óñòîé÷èâà

ê òàêèì îòêàçàì.

3. Ïðîèçâîäèòåëüíîñòü. Âàæíîé ïðîáëåìîé ðàñïðåäåëåííûõ âû÷èñëåíèé ÿâëÿåòñÿ

�ïðîáëåìà îòñòàþùåãî�, (slow node problem). Ñóòü åå ñîñòîèò â òîì, ÷òî ïðè íåîáõî-

äèìîñòè ñèíõðîíèçàöèè ìåæäó óçëàìè, îäèí ìåäëåííûé óçåë áóäåò òîðìîçèòü âû-

÷èñëåíèÿ â öåëîì. Àíàëîãè÷íî îòêàçàì - ïðè ðàáîòå íà áîëüøîì êëàñòåðå õîòÿ áû

îäèí óçåë ñ áîëüøîé âåðîÿòíîñòüþ áóäåò ìåäëåííûì. Ðàñïðåäåëåííàÿ ñèñòåìà äîëæ-

íà ýôôåêòèâíî ðåøàòü �ïðîáëåìó îòñòàþùåãî�. Ïåðåäà÷à äàííûõ ïî ñåòè íå äîëæíà

áûòü óçêèì ìåñòîì âû÷èñëèòåëüíîé ñèñòåìû.

4. Óíèâåðñàëüíîñòü. Ìàøèííîå îáó÷åíèå îáû÷íî ÿâëÿåòñÿ ÷àñòüþ ïðîöåññà àíàëèçà

äàííûõ, âêëþ÷àþùåãî ïðåäîáðàáîòêó äàííûõ, âû÷èñëåíèå ïðèçíàêîâ, ïîäáîð ãèïåð-

ïàðàìåòðîâ îáó÷åíèÿ, àíàëèç ðåçóëüòàòîâ èñïîëüçîâàíèÿ ìîäåëè â ïðèêëàäíîé çàäà-

÷å è ò.ä. Ïîýòîìó âîçìîæíîñòü ðåøåíèÿ âñåõ çàäà÷ â îäíîé ñèñòåìå òàêæå ÿâëÿåòñÿ

âåñîìûì àðãóìåíòîì.

Ìåòîäû ìàøèííîãî îáó÷åíèÿ, êîòîðûå ÷àùå âñåãî ïðèìåíÿþòñÿ ê áîëüøèì âûáîðêàì èç

îïèñàííûõ ðàíåå ïðèêëàäíûõ çàäà÷ è òðåáóþò ðàñïðåäåëåííîãî îáó÷åíèÿ: îáîáùåííûå ëè-

íåéíûå ìîäåëè [18, 28, 46], LDA [47, 48, 46], êîëëàáîðàòèâíàÿ ôèëüòðàöèÿ [48, 49], áóñòèíã

äåðåâüåâ ðåøåíèé [50, 51, 52], word2vec [53], ãëóáîêèå íåéðîñåòè [54, 55, 56]. Â äàííîì

ðàçäåëå ðàññìîòðåíû ñëåäóþùèå ïîäõîäû ê ðàçðàáîòêå ïðîãðàìì äëÿ ðàñïðåäåëåííîãî
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ìàøèííîãî îáó÷åíèÿ: ìîäåëü âû÷èñëåíèé Map/Reduce, ïåðåäà÷à ñîîáùåíèé ïî ñòàíäàð-

òó MPI, àðõèòåêòóðà �ñåðâåðà ïàðàìåòðîâ�, ñèñòåìà Spark, ìîäåëè âû÷èñëåíèé íà ãðàôàõ.

Êàæäûé èç äàííûõ ïîäõîäîâ èìååò ñâîè äîñòîèíñòâà è íåäîñòàòêè, â ÷åì-òî îãðàíè÷èâàåò

ðàçðàáîò÷èêà è ïðåäïîëàãàåò îïðåäåëåííûé ñòèëü ðàçðàáîòêè ïðîãðàìì.

2.1.1 Map/Reduce

Ìîäåëü âû÷èñëåíèé Map/Reduce áûëà ïðåäëîæåíà â ñòàòüå [57]. Â ðàìêàõ ýòîé ìî-

äåëè êàæäàÿ çàäà÷à ïðèíèìàåò íà âõîä íåêîòîðûé ñïèñîê ïàð (key, value), ïðèìåíÿåò ê

íèì îïåðàöèè map è reduce è âîçâðàùàåò ñïèñîê ïàð (key, value). Äàííûå îáû÷íî õðàíÿò-

ñÿ â ôàéëàõ ðàñïðåäåëåííîé ôàéëîâîé ñèñòåìû. Ïîëüçîâàòåëþ íåîáõîäèìî îïðåäåëèòü

áàçîâûå îïåðàöèè map è reduce:

map: (key1, value1) � list(key2, value2)

reduce: (key2, list(value2)) � list(key3, value3)

Îïåðàöèÿ map ïðèíèìàåò íà âõîä îäíó ïàðó (key1, value1) è âîçâðàùàåò ñïèñîê ïàð

(key2, value2). Îïåðàöèÿ reduce ïðèíèìàåò íà âõîä âñå ïàðû ñ îäíèì êëþ÷îì key2 è âîç-

âðàùàåò ñïèñîê ïàð (key3, value3). Ìåæäó îïåðàöèÿìè map è reduce ïðîèñõîäèò ãðóïïè-

ðîâêà ïàð ñ îäèíàêîâûì çíà÷åíèåì key2. Íà ðàçíûõ áëîêàõ äàííûõ âû÷èñëåíèÿ ïðîâî-

äÿòñÿ ïàðàëëåëüíî. Ïðè çàïóñêå îïåðàöèé map è reduce ïðîãðàììèñò íå êîíòðîëèðóåò, íà

êàêîì óçëå êëàñòåðà è â êàêîé ïîñëåäîâàòåëüíîñòè íà áëîêàõ äàííûõ áóäåò âûïîëíÿòü-

ñÿ ïðîãðàììà. Â òîæå âðåìÿ, ïëàíèðîâùèê ñòàðàåòñÿ âûïîëíÿòü îïåðàöèè ëîêàëüíî, ò.å.

ìèíèìèçèðîâàòü ïåðåäà÷ó äàííûõ ïî ñåòè. Ïëàíèðîâùèê ñòðåìèòñÿ ðàâíîìåðíî ðàñïðå-

äåëèòü íàãðóçêó íà óçëû: ïðè âûïîëíåíèè îïåðàöèè map - ïî îáúåìó áëîêîâ, âî âðåìÿ

îïåðàöèè reduce - äàííûå äëÿ îáðàáîòêè ðàñïðåäåëÿþòñÿ ðàâíîìåðíî ïî õåøó îò êëþ÷à.

Ïðè îòêàçå îäíîãî óçëà êëàñòåðà, âûïîëíÿþùèåñÿ íà íåì âû÷èñëåíèÿ ïåðåçàïóñêàþòñÿ íà

äðóãèõ óçëàõ (ôàéëû â ðàñïðåäåëåííîé ôàéëîâîé ñèñòåìå ðåïëèöèðóþòñÿ), ÷òî îáåñïå÷è-

âàåò îòêàçîóñòîé÷èâîñòü. Ìîäåëü Map/Reduce ÿâëÿåòñÿ èíäóñòðèàëüíûì ñòàíäàðòîì äëÿ

ðàñïðåäåëåííûõ âû÷èñëåíèé è øèðîêî èñïîëüçóåòñÿ â èíòåðíåò-êîìïàíèÿõ. Ñóùåñòâóåò

íåñêîëüêî ïðîïðèåòàðíûõ ðåàëèçàöèé ìîäåëè Map/Reduce: Google MapReduce, Yandex

Tables (YT) [58], Disco [59] è ò.ä. Íà ïðàêòèêå øèðîêî èñïîëüçóåòñÿ ñâîáîäíàÿ ðåàëèçà-

öèÿ Apache Hadoop [60]. Êëàñòåðû Map/Reduce îáû÷íî âêëþ÷àþò îò íåñêîëüêèõ äåñÿòêîâ

äî íåñêîëüêèõ òûñÿ÷ óçëîâ. Äëÿ ðåøåíèÿ �ïðîáëåìû îòñòàþùåãî�, â ðåàëèçàöèÿõ ìîäåëè

Map/Reduce èñïîëüçóåòñÿ òåõíèêà ñïåêóëÿòèâíîãî âûïîëíåíèÿ [57]. Îíà ñîñòîèò â ñëå-

äóþùåì: êîãäà îïåðàöèè map èëè reduce çàâåðøèëèñü íà áîëüøåé ÷àñòè áëîêîâ äàííûõ,
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òî êîïèè çàäà÷ íà íåçàâåðøèâøèõñÿ áëîêàõ çàïóñêàþòñÿ íà äðóãèõ óçëàõ. Íåñìîòðÿ íà

äîïîëíèòåëüíûå âû÷èñëåíèÿ, òàêàÿ òåõíèêà ÷àñòî óñêîðÿåò âûïîëíåíèå îïåðàöèé map è

reduce íà ïîëíîì îáúåìå äàííûõ. Òåõíèêà ñïåêóëÿòèâíîãî âûïîëíåíèÿ ïîäðàçóìåâàåò, ÷òî

çàäà÷è map è reduce íà ðàçíûõ áëîêàõ íå îáìåíèâàþòñÿ äàííûìè ìåæäó ñîáîé â ïðîöåññå

èñïîëíåíèÿ. Ñ òåîðåòè÷åñêîé òî÷êè çðåíèÿ, ñ ïîìîùüþ ìîäåëè Map/Reduce ìîæíî ðå-

àëèçîâàòü àëãîðèòìû, ïîäõîäÿùèå ïîä �Statistical Query Model� [61]. Ýòî îçíà÷àåò, ÷òî

â àëãîðèòìå èñïîëüçóþòñÿ òîëüêî ôóíêöèè, âû÷èñëÿåìûå â âèäå ñóììû ïî îáó÷àþùåé

âûáîðêå. Íàïðèìåð, åñëè àëãîðèòì òðåáóåò òîëüêî âû÷èñëåíèÿ àääèòèâíîé ïî îáúåêòàì

ôóíêöèè ïîòåðü è åå ãðàäèåíòà, òî îí óäîâëåòâîðÿåò äàííîìó óñëîâèþ. Äëÿ áîëüøîãî

÷èñëà ïîïóëÿðíûõ ìåòîäîâ ñóùåñòâóþò àëãîðèòìû îáó÷åíèÿ, ïîäõîäÿùèå ïîä �Statistical

Query Model�: ëèíåéíàÿ è ëîãèñòè÷åñêàÿ ðåãðåññèè, íàèâíûé Áàéåñ, GDA, PCA, ICA, ëè-

íåéíûé SVM, îáó÷åíèå íåéðîñåòè ãðàäèåíòíûì ñïóñêîì, EM-àëãîðèòì äëÿ ñìåñè ãàóññè-

àí è ò.ä. [61]. Íåñìîòðÿ íà óíèâåðñàëüíîñòü ìîäåëè, îòìå÷àåòñÿ [62, 18], ÷òî îíà õîðîøî

ïðèñïîñîáëåíà äëÿ âû÷èñëåíèÿ ïðèçíàêîâ èç áîëüøèõ âûáîðîê, íî ïëîõî ïîäõîäèò äëÿ

èòåðàòèâíûõ àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ. Íà ýòî åñòü òðè îñíîâíûå ïðè÷èíû:

1. Êàæäàÿ èòåðàöèÿ àëãîðèòìà ïðåäïîëàãàåò çàïóñê íîâîé çàäà÷è Map/Reduce, ÷òî

ïðîèñõîäèò c çàäåðæêîé èç-çà ïëàíèðîâùèêà çàäà÷, êîòîðûé îæèäàåò âûäåëåíèÿ

ðåñóðñîâ.

2. Íà êàæäîé èòåðàöèè çàíîâî ÷èòàþòñÿ âõîäíûå äàííûå ñ äèñêà è ïåðåñûëàþòñÿ ïî

ñåòè.

3. Íåò âñòðîåííûõ ñïîñîáîâ õðàíåíèÿ ñîñòîÿíèÿ ìåæäó èòåðàöèÿìè.

Êðîìå òîãî, â ìîäåëè Map/Reduce âû÷èñëåíèÿ íà ðàçíûõ áëîêàõ äàííûå âûïîëíÿþòñÿ ïà-

ðàëëåëüíî, ÷òî íå ïîçâîëÿåò ó÷èòûâàòü ñòðóêòóðó äàííûõ. Ïîýòîìó ïðè áîëüøîì ÷èñëå

èòåðàöèé òàêàÿ ðåàëèçàöèÿ áóäåò íåýôôåêòèâíîé. Âàðèàíò ðåøåíèÿ ïðîáëåìû 1 ïðåäëî-

æåí â [63] - ýòî �Forward Scheduling�. Èäåÿ ñîñòîèò â òîì, ÷òî ìàñòåð-ïðîãðàììà, çàïóñ-

êàþùàÿ çàäà÷è Map/Reduce, çàïóñêàåò èõ çàðàíåå. Ïîñëå âûäåëåíèÿ ðåñóðñîâ è íà÷àëà

ôàêòè÷åñêîé ðàáîòû çàäà÷, ìàñòåð-ïðîãðàììà ñîîáùàåò èì ïî RPC (â îáõîä ïëàíèðîâ-

ùèêà çàäà÷) êàêóþ êîíêðåòíî îïåðàöèþ îíè äîëæíû âûïîëíèòü. Åñòåñòâåííî, ÷òî òàêîé

ïîäõîä ïðèìåíèì, åñëè áîëüøîå ÷èñëî çàäà÷ âûïîëíÿþòñÿ íà îäíèõ òåõ æå âõîäíûõ äàí-

íûõ. Äëÿ ðåøåíèÿ ïðîáëåìû 2 áûëè ïðåäëîæåíû ðàñøèðåíèÿ ìîäåëè Map/Reduce [8, 22],

ïîääåðæèâàþùèå êåøèðîâàíèå äàííûõ ìåæäó èòåðàöèÿìè. Âïðî÷åì, îíè íå ïîëó÷èëè

øèðîêîãî ðàñïðîñòðàíåíèÿ èç-çà íåäîñòàòî÷íîé îòêàçîóñòîé÷èâîñòè. 3-ÿ ïðîáëåìà ðåøà-
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åòñÿ îáû÷íî õðàíåíèåì ñîñòîÿíèÿ â HBase èëè êåø-ôàéëàõ, êîòîðûå ïåðåäàþòñÿ çàäà÷àì

Map/Reduce ïåðåä çàïóñêîì. Áîëüøîå ÷èñëî ðåàëèçàöèé àëãîðèòìîâ ñ ïîìîùüþ ìîäåëè

Map/Reduce îïèñàíû â [64, 61, 65]. Íåñìîòðÿ íà îòìå÷åííûå íåäîñòàòêè, MapReduce èñ-

ïîëüçóåòñÿ â ñèñòåìàõ PLANET [63] è H2O [66] äëÿ îáó÷åíèÿ Gradient Boosted Decision

Trees (GBDT). Âïðî÷åì, êàê îòìå÷àåòñÿ â îáçîðå [67], ðåàëèçàöèè íà MPI è RPC áîëåå

âû÷èñëèòåëüíî ýôôåêòèâíû. Â ñòàòüå [45] ïðåäëîæåíà ýôôåêòèâíàÿ ðåàëèçàöèÿ ìåòîäà

îïòèìèçàöèè L-BFGS íà áàçå Map/Reduce.

Ê ïëþñàì ðåàëèçàöèè ìåòîäîâ ìàøèííîãî îáó÷åíèÿ íà Map/Reduce ÿâëÿåòñÿ ÷ðåç-

âû÷àéíàÿ ðàñïðîñòðàíåííîñòü êëàñòåðîâ Map/Reduce, îñîáåííî Apache Hadoop. Òàêæå

ïðîãðàììû Map/Reduce îáëàäàþò õîðîøåé îòêàçîóñòîé÷èâîñòüþ äàæå ïðè ðàáîòå íà ïå-

ðåãðóæåííîì çàäà÷àìè (÷òî ÿâëÿåòñÿ íîðìîé) ïðîìûøëåííîì êëàñòåðå. Óíèâåðñàëüíîñòü

ìîäåëè ïîçâîëÿåò ðåàëèçîâàòü øèðîêèé êëàññ àëãîðèòìîâ è ïðîâîäèòü âåñü öèêë àíàëè-

çà äàííûõ íà Map/Reduce. Ïðîãðàììû, íàïèñàííûå íà Map/Reduce îáëàäàþò õîðîøåé

ìàñøòàáèðóåìîñòüþ. Ìèíóñîì æå ÿâëÿåòñÿ, êàê óæå áûëî ñêàçàíî âûøå, ïëîõàÿ ïðîèç-

âîäèòåëüíîñòü ïðè âûïîëíåíèè èòåðàòèâíûõ àëãîðèòìîâ, â ÷àñòíîì ñëó÷àå - àëãîðèòìîâ

ìàøèííîãî îáó÷åíèÿ.

2.1.2 MPI

Message Passing Interface (MPI) [68] - ýòî ñòàíäàðò ïåðåäà÷è ñîîáùåíèé ìåæäó ïðî-

öåññàìè â ïàðàëëåëüíîì ïðîãðàììèðîâàíèè, øèðîêî èñïîëüçóþùèéñÿ ïðè âûñîêîïðîèç-

âîäèòåëüíûõ âû÷èñëåíèÿõ. Ñóùåñòâóþò ðåàëèçàöèè MPI äëÿ ìíîãèõ ïîïóëÿðíûõ îïåðà-

öèîííûõ ñèñòåì è ÿçûêîâ ïðîãðàììèðîâàíèÿ. MPI ïîääåðæèâàåò äâóõñòîðîííèå (point-

to-point) è êîëëåêòèâíûå (collective) îáìåíû äàííûìè. Ñóùåñòâóþò ðåàëèçàöèè ñòàíäàðòà

êàê äëÿ ñèñòåì ñ îáùåé ïàìÿòüþ - äëÿ îáìåíà äàííûìè ìåæäó ïðîöåññàìè íà îäíîì êîì-

ïüþòåðå, òàê è äëÿ ðàñïðåäåëåííûõ ñèñòåì [69, 70, 18]. MPI îïðåäåëÿåò òîëüêî ñòàíäàðòû

äëÿ ïåðåäà÷è äàííûõ, íå ãàðàíòèðóÿ îòêàçîóñòîé÷èâîé ðàáîòû ïðîãðàììû â ðàñïðåäåëåí-

íîé ñðåäå, â îòëè÷èå îò ðåàëèçàöèé Map/Reduce. Íàèáîëåå ÷àñòî èñïîëüçóåìàÿ ôóíêöèÿ

èç ñòàíäàðòà MPI â ðàñïðåäåëåííîì ìàøèííîì îáó÷åíèè - ýòî AllReduce, êîòîðàÿ ýêâèâà-

ëåíòíà ïîñëåäîâàòåëüíîìó âûïîëíåíèþ ôóíêöèé Reduce (èç ñòàíäàðòà MPI) è Broadcast.

Ñèãíàòóðà ôóíêöèè AllReduce ïðèâåäåíà íèæå

int MPI_AllReduce(

void* input_data_p /* in */,

void* output_data_p /* out */,
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int count /* in */,

MPI_Datatype datatype /* in */,

MPI_Op operator /* in */,

MPI_Comm comm /* in */)

Îïåðàöèÿ AllReduce ïðèìåíÿåò àññîöèàòèâíóþ êîììóòàòèâíóþ îïåðàöèþ operator ïîêîì-

ïîíåíòíî ê ìàññèâàì input_data_p îäèíàêîâîé äëèíû count, õðàíÿùèìñÿ íà íåñêîëüêèõ

óçëàõ. Ïðèìåðû òàêèõ îïåðàöèé: ñóììà, ïðîèçâåäåíèå, ìàêñèìóì, ìèíèìóì è ò.ä. Ðåçóëü-

òàò îïåðàöèè ïåðåäàåòñÿ íà âñå ìàøèíû â ìàññèâ output_data_p. Àíàëîãè÷íî ôóíêöèè

AllReduce äëÿ ñèñòåì ñ îáùåé ïàìÿòüþ [71], ðàñïðåäåëåííûé âàðèàíò ïåðåäàåò ñîîáùåíèÿ

ïî ñòðóêòóðå îñòîâíîãî áèíàðíîãî äåðåâà.

Ïëþñîì ïðîãðàìì, èñïîëüçóþùèõ MPI ÿâëÿåòñÿ áîëåå âûñîêàÿ ïðîèçâîäèòåëüíîñòü

ïî ñðàâíåíèþ ñ ðåàëèçàöèÿìè íà Map/Reduce, òàê êàê îòñóòñòâóþò íàêëàäíûå ðàñõîäû

ïî çàïóñêó çàäà÷è â èòåðàòèâíûõ àëãîðèòìàõ. Ïðîãðàììû, èñïîëüçóþùèå MPI îáû÷íî

ïèøóòñÿ ïî òåõíèêå SPMD (Single Program Multiple Data) è ïîëó÷àþòñÿ íåáîëüøèì èçìå-

íåíèåì êîäà ïîñëåäîâàòåëüíîé ïðîãðàììû, ÷òî òàêæå ÿâëÿåòñÿ ïëþñîì.Ìèíóñîì æå ÿâ-

ëÿåòñÿ áîëåå íèçêàÿ îòêàçîóñòîé÷èâîñòü - ïðè îòêàçå îäíîãî èç óçëîâ íå ìîãóò ïðîäîëæàòü

âû÷èñëåíèÿ îñòàëüíûå. Òàêæå ïðîãðàììû, íàïèñàííûå ñ èñïîëüçîâàíèåì MPI, ñòðàäàþò

èç-çà "ïðîáëåìû îòñòàþùåãî". Îïåðàöèÿ AllReduce ÿâëÿåòñÿ ìîìåíòîì ñèíõðîíèçàöèè è

íå ìîæåò áûòü âûïîëíåíà, ïîêà âñå ìàøèíû íå çàâåðøàò ïðåäûäóùèå âû÷èñëåíèÿ. Ïî-

ýòîìó äëÿ ýôôåêòèâíîé ðàáîòû íàãðóçêà íà óçëû êëàñòåðà äîëæíà áûòü ñáàëàíñèðîâàíà,

÷òî ÿâëÿåòñÿ îòâåòñòâåííîñòüþ ïðîãðàììèñòà. Ïðèìåðû óñïåøíûõ ïðîåêòîâ, èñïîëüçóþ-

ùèõ ôóíêöèè ñòàíäàðòà MPI â ðàñïðåäåëåííûõ ñèñòåìàõ: Vowpal Wabbit [18], LibLinear

[16], d-GLMNET [28], XGBoost [50], LambdaMART [51], pGBRT [52], COTS HPC [55].

2.1.3 Ñåðâåðà ïàðàìåòðîâ

Ñåðâåð ïàðàìåòðîâ - ýòî ñèñòåìà äëÿ õðàíåíèÿ è ìîäèôèêàöèè ïàðàìåòðîâ ìîäåëè

ìàøèííîãî îáó÷åíèÿ èëè îïòèìèçàöèè, ïðåäíàçíà÷åííàÿ äëÿ èñïîëüçîâàíèÿ â ðàñïðåäå-

ëåííîé ñðåäå. Ïðè âûïîëíåíèè ïðîãðàìì, èñïîëüçóþùèõ ñåðâåð ïàðàìåòðîâ, âñå óçëû

êëàñòåðà, íå ñ÷èòàÿ òåõíè÷åñêèõ (íàïðèìåð, ïëàíèðîâùèêà çàäà÷), äåëÿòñÿ íà äâå ãðóï-

ïû: óçëû ñåðâåðà ïàðàìåòðîâ è óçëû îáðàáîòêè äàííûõ. Ñåðâåð ïàðàìåòðîâ ñîñòîèò îä-

íîãî èëè áîëåå óçëà êëàñòåðà è ïîääåðæèâàåò äâå áàçîâûå îïåðàöèè - ÷òåíèÿ ïàðàìåòðîâ

(pull) è çàïèñè èçìåíåíèÿ ïàðàìåòðîâ (push). Óçëû îáðàáîòêè äàííûõ, â ñâîþ î÷åðåäü,

âûïîëíÿþò èòåðàöèè àëãîðèòìà îáó÷åíèÿ, ïåðèîäè÷åñêè ÷èòàÿ ñèíõðîíèçèðîâàííûé ìàñ-
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ñèâ ïàðàìåòðîâ èç ñåðâåðà ïàðàìåòðîâ è îòïðàâëÿÿ èçìåíåíèÿ íà çàïèñü. Òàêîãî ðîäà

ñèñòåìû îáû÷íî îáëàäàþò ñëåäóþùèìè ñâîéñòâàìè:

1. Ïàðàìåòðû õðàíÿòñÿ â key-value õðàíèëèùå.

2. Îòêàçîóñòîé÷èâîñòü ñåðâåðà ïàðàìåòðîâ. Äàííûå ðåïëèöèðóþòñÿ ìåæäó óçëàìè.

3. Îòêàçîóñòîé÷èâîñòü îáðàáîòêè äàííûõ. Ïðè îòêàçå óçëà îáðàáîòêè äàííûõ, âû÷èñ-

ëåíèÿ ïî ýòîìó íàáîðó äàííûõ ïåðåäàþòñÿ äðóãîìó óçëó.

4. Ïîääåðæêà ðàçëè÷íûõ òèïîâ êîíñèñòåíòíîñòè îáíîâëåíèé, ïðèõîäÿùèõ îò óçëîâ îá-

ðàáîòêè:

� Bulk Synchronous Parallel (BSP). Âñå óçëû îáðàáîòêè äàííûõ äîëæíû çà-

âåðøèòü èòåðàöèþ, ïåðåñëàòü îáíîâëåíèÿ íà ñåðâåð ïàðàìåòðîâ. Âñå îáíîâëå-

íèÿ àãðåãèðóþòñÿ (÷àùå âñåãî � ñóììèðóþòñÿ) è òîëüêî ïîñëå ýòîãî íà÷èíàåòñÿ

ñëåäóþùàÿ èòåðàöèÿ.

� Asynchronous. Ïðè ïîëíîñòüþ àñèíõðîííîé ñõåìå, óçëû îáðàáîòêè ïåðåñûëà-

þò îáíîâëåíèÿ â ïðîèçâîëüíîì ïîðÿäêå. Ýòè îáíîâëåíèÿ âûïîëíÿþòñÿ ñåðâåðîì

ïàðàìåòðîâ òàêæå â ïðîèçâîëüíîì ïîðÿäêå. Ñîîòâåòñòâåííî, ðåçóëüòàò ÷òåíèÿ

ïàðàìåòðîâ â ðàçíûå ìîìåíòû âðåìåíè íå äåòåðìèíèðîâàí.

� Stale Synchronous Parallel (SSP). ßâëÿåòñÿ êîìïðîìèññîì ìåæäó ïîëíî-

ñòüþ ñèíõðîííûì è àñèíõðîííûì âàðèàíòàìè. Ðàçðåøàåòñÿ, ÷òîáû ðàññèíõðî-

íèçàöèÿ ìåæäó ñàìûì áûñòðûì è ñàìûì ìåäëåííûì óçëàìè îáðàáîòêè äàííûõ

ñîñòàâëÿëà íå áîëåå ôèêñèðîâàííîãî ÷èñëà s èòåðàöèé. Ïðè äîñòèæåíèè ýòîãî

îòñòàâàíèÿ, ñàìûé áûñòðûé óçåë ïðèîñòàíàâëèâàåòñÿ.

Àñèíõðîííûå è ÷àñòè÷íî àñèíõðîííûå (SSP) òèïû êîíñèñòåíòíîñòè ïðèçâàíû óñêîðèòü

âû÷èñëåíèÿ è ðåøèòü �ïðîáëåìó îòñòàþùåãî�. Â ñòàòüå [24] âàðèàíò ñèíõðîíèçàöèè Stale

Synchronous Parallel (SSP) èññëåäîâàí òåîðåòè÷åñêè. Ðàññìàòðèâàåòñÿ ñëó÷àé ðàñïðåäå-

ëåííîé îïòèìèçàöèè ñóììû âûïóêëûõ ôóíêöèé

x∗ = argmin
x

1

T

T∑
t=1

ft(x),

óäîâëåòâîðÿþùèõ êðèòåðèþ Ëèïøèöà ñ êîíñòàíòîé L. Îïòèìèçàöèÿ äåëàåòñÿ ñ ïîìîùüþ

øàãîâ ãðàäèåíòíîãî ñïóñêà

xt+1 = xt + ut,
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ãäå ut = −ηt∇ft(x̃t), ηt = σ√
t
, σ = F

L
√

2(s+1)P
. Òîãäà èìååò ìåñòî ñëåäóþùàÿ îöåíêà

1

T

T∑
t=1

ft(x̃t) ≤ f(x∗) +O

(√
2(s+ 1)P

T

)
.

Çäåñü x̃t - ýòî íåòî÷íûé âåêòîð xt, â êîòîðîì ó÷òåíû íå âñå øàãè ut çà ïîñëåäíèå s èòåðà-

öèé (óçëû óñïåëè âûïîëíèòü ðàçíîå êîëè÷åñòâî èòåðàöèé), P - ñòåïåíü ïàðàëëåëèçìà. Ýòî

ñîîòâåòñòâóåò êîíñèñòåíòíîñòè SSP ñ ïàðàìåòðîì s. Äàííûå òåîðåòè÷åñêèå ðåçóëüòàòû ãà-

ðàíòèðóþò ñõîäèìîñòü îáó÷åíèÿ â ðàñïðåëåëåííîé ñðåäå ïðè èñïîëüçîâàíèè ãðàäèåíòíûõ

ìåòîäîâ è êîíñèñòåíòíîñòè SSP.

Íàèáîëåå ðàçâèòûì íà òåêóùèé ìîìåíò ÿâëÿåòñÿ àðõèòåêòóðà ñåðâåðà ïàðàìåòðîâ

(ïðîåêò ïî÷åìó-òî áåçûìÿííûé), îïèñàííàÿ â ðàáîòå [46]. Ïðîåêò îáëàäàåò áîëüøèì ÷èñ-

ëîì âîçìîæíîñòåé è èíòåðåñíûõ òåõíè÷åñêèõ ðåøåíèé. Ïîääåðæèâàþòñÿ âàðèàíòû ñèí-

õðîíèçàöèè BSP, Asynchronous, SSP, ïðè÷åì ïàðàìåòð s â âàðèàíòå SSP ìîæåò ìåíÿòü-

ñÿ äèíàìè÷åñêè äëÿ óâåëè÷åíèÿ ïðîèçâîäèòåëüíîñòè. Íà ñåðâåð ïàðàìåòðîâ îòñûëàþòñÿ

òîëüêî äîñòàòî÷íî áîëüøèå îáíîâëåíèÿ, êîòîðûå ïðîõîäÿò ÷åðåç çàäàííûé ïîëüçîâàòåëåì

ôèëüòð. Îáíîâëåíèÿ ïåðåäàþòñÿ â ñæàòîì âèäå - òîëüêî íåíóëåâûå êîìïîíåíòû âåêòîðîâ.

Ñåðâåðà ïàðàìåòðîâ õðàíÿò ïàðû (key, value) ñ èñïîëüçîâàíèåì êîíñèñòåíòíîãî õåøèðî-

âàíèÿ (consistent hashing) [72] è ðåïëèêàöèè ïî öåïî÷êå (chain replication) [73]. Ñèñòåìà

îáëàäàåò âûñîêîé îòêàçîóñòîé÷èâîñòüþ, ïîäêëþ÷åíèå íîâûõ óçëîâ ñåðâåðà ïàðàìåòðîâ è

óçëîâ îáðàáîòêè äàííûõ ìîæåò îñóùåñòâëÿòüñÿ �íà ëåòó�. Äëÿ óìåíüøåíèÿ îáúåìà ïåðå-

äàâàåìûõ äàííûõ, íåîáõîäèìûõ äëÿ ðåïëèêàöèè, ñåðâåðà ïàðàìåòðîâ âíà÷àëå âûïîëíÿþò

àãðåãàöèþ îáíîâëåíèé îò íåñêîëüêèõ èñòî÷íèêîâ, è òîëüêî ïîñëå ýòîãî - ðåïëèêàöèþ. Â

÷èñëåííûõ ýêñïåðèìåíòàõ ïîêàçàíû ïðèìåðû óñïåøíîãî ðàñïðåäåëåííîãî ìàøèííîãî îáó-

÷åíèÿ ñ âûáîðêàìè ðàçìåðîì áîëüøå 100 TB ñ èñïîëüçîâàíèåì áîëåå 104 ÿäåð è äî 6000

ñåðâåðîâ. Òåñòèðîâàëèñü ñëåäóþùèå ìåòîäû: ëîãèñòè÷åñêàÿ ðåãðåññèÿ ñ L1 ðåãóëÿðèçà-

öèåé, LDA ñ èñïîëüçîâàíèåì ñòîõàñòè÷åñêîãî âàðèàöèîííîãî âûâîäà è êîëëàïñèðîâàííîãî

ñýìïëèðîâàíèÿ Ãèááñà, à òàêæå CountMin sketch. Âðåìÿ ïðîñòîÿ ñåðâåðîâ îáðàáîòêè áûëî

ñîâñåì íåáîëüøèì: íàïðèìåð òîëüêî 1.7. Èç îñòàëüíûõ ïîïóëÿðíûõ ñèñòåì òèïà �ñåðâåð

ïàðàìåòðîâ� ìîæíî îòìåòèòü Y!LDA [47], Petuum [74], Distributed Machine Learning Toolkit

(DMLTK) [53]. Y!LDA ïðåäíàçíà÷åí äëÿ ðàñïðåäåëåííîãî îáó÷åíèå LDA è ãðàôè÷åñêèõ

ìîäåëåé. Îñîáåííîñòüþ ñèñòåìû Petuum [74] ÿâëÿåòñÿ ïëàíèðîâùèê STRADS, âûïîëíÿ-

þùèé áàëàíñèðîâêó íàãðóçêè è âûäåëÿþùèé áëîêè äëÿ ïàðàëëåëüíîãî âûïîëíåíèÿ (íà-

ïðèìåð, øàãè êîîðäèíàòíîãî ñïóñêà ïî ñëàáî êîððåëèðîâàííûì ïåðåìåííûì).

Ê ïëþñàì ñèñòåì ìàøèííîãî îáó÷åíèÿ, èñïîëüçóþùèõ ñåðâåð ïàðàìåòðîâ ìîæíî îò-
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íåñòè îòëè÷íóþ ïðîèçâîäèòåëüíîñòü è ìàñøòàáèðóåìîñòü. Êàê îáðàáîòêà äàííûõ, òàê è

õðàíåíèå ïàðàìåòðîâ ìîäåëè ðàñïðåäåëåíû ìåæäó óçëàìè êëàñòåðà. Îòêàçû óçëîâ êëà-

ñòåðà íå ÿâëÿþòñÿ ïðîáëåìîé. Ïðè èñïîëüçîâàíèÿ àñèíõðîííîé è SSP êîíñèñòåíòíîñòè

âû÷èñëèòåëüíûå ñèñòåìû íå ïîäâåðæåíû �ïðîáëåìå îòñòàþùåãî�. Íåäîñòàòêîì òàêîãî

ðîäà ñèñòåì ÿâëÿåòñÿ áîëüøàÿ íàãðóçêà íà ñåòü ïðè àñèíõðîííîì è SSP òèïàõ êîíñè-

ñòåíòíîñòè. Äàííàÿ ïðîáëåìà ÷àñòè÷íî ðåøàåòñÿ õðàíåíèåì ëîêàëüíîãî êýøà äëÿ ÷àñòî

îáíîâëÿåìûõ ïåðåìåííûõ. Ïðè àñèíõðîííîì ñòîõàñòè÷åñêîì ãðàäèåíòíîì ñïóñêå àëãî-

ðèòì ïåðåñòàåò áûòü ìàòåìàòè÷åñêè ýêâèâàëåíòíûì ïîñëåäîâàòåëüíîìó èñïîëíåíèþ íà

îäíîé ìàøèíå. Óñêîðåíèå ÿâëÿåòñÿ ñóáëèíåéíûì, à ñõîäèìîñòü ãàðàíòèðóåòñÿ òîëüêî ïðè

âûïîëíåíèè êîíñèñòåíòíîñòè SSP. Êðîìå òîãî, ñåðâåð ïàðàìåòðîâ - ýòî ñïåöèàëèçèðîâàí-

íàÿ àðõèòåêòóðà äëÿ ìàøèííîãî îáó÷åíèÿ è îïòèìèçàöèè, â êîòîðîé íåëüçÿ âûïîëíèòü

ïîëíûé öèêë àíàëèçà äàííûõ.

2.1.4 Spark

Ñèñòåìà Spark [40] îðèåíòèðîâàíà íà âûïîëíåíèå èòåðàòèâíûõ àëãîðèòìîâ è èíòåð-

àêòèâíûé àíàëèç äàííûõ ñ ïîìîùüþ êîìàíä ôóíêöèîíàëüíîãî ïðîãðàììèðîâàíèÿ. Îñî-

áåííîñòüþ ýòèõ çàäà÷ ÿâëÿåòñÿ ìíîãîêðàòíîå èñïîëüçîâàíèå îäíîãî ðàáî÷åãî ìíîæåñòâà

äàííûõ. Îñíîâíîé êîíöåïöèåé Spark ÿâëÿåòñÿ resilient distributed dataset (RDD). RDD -

ýòî äîñòóïíàÿ òîëüêî äëÿ ÷òåíèÿ êîëëåêöèÿ îáúåêòîâ, õðàíÿùàÿñÿ ðàñïðåäåëåííî. Â îò-

ëè÷èå îò ìîäåëè Map/Reduce, ìîæíî äàòü óêàçàíèå õðàíèòü åå â îïåðàòèâíîé ïàìÿòè.

Îäèí RDD ìîæíî ïîëó÷èòü èç äðóãîãî ñ ïîìîùüþ ïðåîáðàçîâàíèé (êîìàíäû ôóíêöè-

îíàëüíîãî ïðîãðàììèðîâàíèÿ), êîòîðûå îòëîæåíî âûïîëíÿþòñÿ òîëüêî ïðè ñîâåðøåíèè

îïðåäåëåííûõ äåéñòâèé. Äåéñòâèÿ - ýòî îïåðàöèè, òðåáóþùèå âîçâðàòà äàííûõ. Äëÿ êàæ-

äîãî RDD ñèñòåìà Spark çàïîìèíàåò ïîñëåäîâàòåëüíîñòü êîìàíä, ñ ïîìîùüþ êîòîðûõ

äàííûé RDD áûë ïîëó÷åí, íàïðèìåð, èç ôàéëà HDFS. Ïðè îòêàçå îäíîãî óçëà è ïîòåðè

÷àñòè RDD, ïîñëåäîâàòåëüíîñòü êîìàíä âîñïðîèçâîäèòñÿ è ýòà ÷àñòü âû÷èñëÿåòñÿ çàíî-

âî. Òàêèì îáðàçîì äîñòèãàåòñÿ îòêàçîóñòîé÷èâîñòü ïðè ðàáîòå ñ RDD, êýøèðîâàííûìè â

îïåðàòèâíîé ïàìÿòè. Îáìåí äàííûìè ìåæäó ïàðàëëåëüíûìè ïðîöåññàìè, îáðàáàòûâàþ-

ùèìè RDD íà ðàçíûõ óçëàõ òàêæå ìîæåò ïðîèñõîäèòü ñ ïîìîùüþ øèðîêîâåùàòåëüíûõ

ïåðåìåííûõ (broadcast variables) è àêêóìóëÿòîðîâ (àccumulators). Øèðîêîâåùàòåëüíûå

ïåðåìåííûå ïîçâîëÿþò ïåðåäàòü îáúåêò âñåì ïðîöåññàìè íà ðàçíûõ óçëàõ. Àêêóìóëÿòî-

ðû æå ïîçâîëÿþò àãðåãèðîâàòü äàííûå ñ ïîìîùüþ êîììóòàòèâíîé àññîöèàòèâíîé îïåðà-

öèè â ïðîöåññå ïåðåáîðà âñåõ ýëåìåíòîâ RDD. ×èñëåííûå ýêñïåðèìåíòû ïîêàçûâàþò [40]
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çíà÷èòåëüíîå óñêîðåíèå èòåðàòèâíûõ àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ ïî ñðàâíåíèþ ñ ðå-

àëèçàöèåé Map/Reduce íà Hadoop. Spark MLLib [75] - ýòî ïàêåò äëÿ ìàøèííîãî îáó÷åíèÿ,

íàïèñàííûé íà Scala, â êîòîðîì èñïîëüçóþòñÿ ðåàëèçàöèè îïåðàöèé ëèíåéíîé àëãåáðîé íà

C++. Îí ïîääåðæèâàåò áîëüøîå ÷èñëî ðàñïðîñòðàíåííûõ ìåòîäîâ ìàøèííîãî îáó÷åíèÿ.

Òàêæå ïàêåò Spark MLLib ñîäåðæèò ôóíêöèè äëÿ ïðåäîáðàáîòêè äàííûõ è êîíñòðóèðî-

âàíèÿ ïðèçíàêîâ. Àâòîðû îòìå÷àþò [75] ñóùåñòâåííîå óñêîðåíèå ðåøåíèÿ çàäà÷è êîëëà-

áîðàòèâíîé ôèëüòðàöèè ñ ïîìîùüþ ìåòîäà ALS ïî ñðàâíåíèþ ñ ðåàëèçàöèåé íà Hadoop.

Ñèñòåìà SparkNet [76] ïðåäíàçíà÷åíà äëÿ îáó÷åíèÿ ãëóáîêèõ íåéðîñåòåé ñ ïîìîùüþ êîì-

áèíèðîâàíèÿ Spark è Ca�e [77]. Ïîñëå ïðåîáðàçîâàíèÿ îáó÷àþùåé âûáîðêè â RDD è åå ðàñ-

ïðåäåëåíèÿ ïî êëàñòåðó, íà êàæäîì ðàçáèåíèè (partition) çàïóñêàåòñÿ íåñêîëüêî èòåðàöèé

îáó÷åíèÿ íåéðîñåòè â Ca�e. Äàëåå êàæäûå T èòåðàöèé ïàðàìåòðû ìîäåëè óñðåäíÿþòñÿ

ñ ïîìîùüþ âñòðîåííîé â Spark îïåðàöèè reduce. Óñðåäíåííûå ïàðàìåòðû ïåðåäàþòñÿ íà

óçëû ñ ïîìîùüþ òåõíèêè øèðîêîâåùàòåëüíûõ ïåðåìåííûõ. Àâòîðû [76] ñ÷èòàþò, ÷òî îñ-

íîâíîå ïðåèìóùåñòâî SparkNet - ýòî ñîâìåñòèìîñòü ñ ñóùåñòâóþùèìè êëàñòåðàìè Spark,

à òàêæå íèçêèå òðåáîâàíèÿ ê ïðîïóñêíîé ñïîñîáíîñòè ñåòè, òàê êàê óñðåäíåíèå ïðîèñ-

õîäèò ëèøü ïîñëå íåñêîëüêèõ èòåðàöèé îáó÷åíèÿ. SparkNet ÿâëÿåòñÿ ÷àñòíûì ñëó÷àåì

BSP ìîäåëè âû÷èñëåíèé. Äëÿ ðåøåíèÿ �ïðîáëåìû îòñòàþùåãî�, ïðåäëàãàåòñÿ óñðåäíÿòü

ïàðàìåòðû íå êàæäûå T èòåðàöèé, à ïîñëå ôèêñèðîâàííîãî èíòåðâàëà âðåìåíè.

Ïëþñîì ðåàëèçàöèè ìåòîäîâ ìàøèííîãî îáó÷åíèÿ íà Spark ÿâëÿåòñÿ ñîâìåñòèìîñòü

ñ øèðîêî ðàñïðîñòðàíåííûìè êëàñòåðàìè Apache Hadoop. Íåîáõîäèìàÿ ïðåäîáðàáîòêà

äàííûõ è êîíñòðóèðîâàíèå ïðèçíàêîâ òàêæå ìîãóò áûòü âûïîëíåíû â Spark, ÷òî óïðî-

ùàåò ðàáîòó. Ïðîãðàììû, íàïèñàííûå íà Spark èìåþò õîðîøóþ îòêàçîóñòîé÷èâîñòü è

ìàñøòàáèðóåìîñòü. Ïðîèçâîäèòåëüíîñòü Spark ïðèëîæåíèé äîñòàòî÷íî õîðîøàÿ, ò.ê. ñè-

ñòåìà èçíà÷àëüíî áûëà ðàçðàáîòàíà äëÿ èòåðàòèâíûõ àëãîðèòìîâ è ïîçâîëÿåò õðàíèòü

äàííûå â îïåðàòèâíîé ïàìÿòè. Â òîæå âðåìÿ, ïðîèçâîäèòåëüíîñòü ìîæåò ñòðàäàòü èç-çà

"ïðîáëåìû îòñòàþùåãî òàê êàê Spark ïðèëîæåíèÿ íå ÿâëÿþòñÿ ïîëíîñòüþ àñèíõðîííûìè

è ðåàëèçóþò ìîäåëü âû÷èñëåíèé BSP. Ìèíóñîì ÿâëÿåòñÿ áîëåå íèçêàÿ ïî ñðàâíåíèþ ñ

ðåàëèçàöèÿìè íà MPI ïðîèçâîäèòåëüíîñòü. Îòìå÷àåòñÿ [78], ÷òî ðåàëèçàöèÿ îáó÷åíèÿ ëî-

ãèñòè÷åñêîé ðåãðåññèè ìåòîäîì TRON áûñòðåå ñ ïîìîùüþ MPI, ÷åì Spark. Â òîæå âðåìÿ,

ðåàëèçàöèÿ íà Spark áîëåå îòêàçîóñòîé÷èâà. Â ñðàâíåíèè [79] îòìå÷àåòñÿ, ÷òî ðåàëèçàöèÿ

àíñàìáëåé ðåøàþùèõ äåðåâüåâ â Spark MLLib ìåäëåííåå è òðåáóåò áîëüøå îïåðàòèâíîé

ïàìÿòè, ÷åì H2O è XGBoost, ñðàâíåíèå âûïîëíÿëîñü íà îäíîé ìàøèíå.
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2.1.5 Ñèñòåìû âû÷èñëåíèé íà ãðàôàõ

Âî ìíîãèõ çàäà÷àõ ìàøèííîãî îáó÷åíèÿ è àíàëèòèêè äàííûå èìåþò ñòðóêòóðó ðàçðå-

æåííîãî ãðàôà, íàïðèìåð:

� Òåìàòè÷åñêîå ìîäåëèðîâàíèå: ãðàô �äîêóìåíòû-ñëîâà�.

� Êîëëàáîðàòèâíàÿ ôèëüòðàöèÿ: ãðàô �ïîëüçîâàòåëè-îáúåêòû�.

� PageRank: ãðàô âåá-äîêóìåíòîâ è ññûëîê ìåæäó íèìè.

� Êëàññèôèêàöèÿ è ðåãðåññèÿ: ìàòðèöó �ïðèìåðû-ïðèçíàêè�, ìîæíî ðàññìàòðèâàòü

êàê ãðàô. Åñëè ýëåìåíò ìàòðèöû ðàâåí íóëþ, òî ñîîòâåòñòâóþùåãî ðåáðà ìåæäó

ïðèìåðîì è ïðèçíàêîì íå áóäåò.

� Íàõîæäåíèå ñîîáùåñòâ â ñîöèàëüíûõ ñåòÿõ: ãðàô ñâÿçåé ëþäåé â ñîöèàëüíîé ñåòè.

Îäíîé èç ïåðâûõ ìîäåëåé âû÷èñëåíèé äëÿ ãðàôîâ, óñïåøíî ðàáîòàþùåé ðàñïðåäåëåí-

íî áûëà ðàçðàáîòàííàÿ Google ñèñòåìà Pregel [80]. Ñóùåñòâóåò åå ñâîáîäíàÿ ðåàëèçàöèÿ

Apache Giraph [81, 49]. Âïîñëåäñòâèè áûëà ïðåäëîæåíà ñèñòåìà GraphLab [62], à â [48] áû-

ëà îïèñàíà åå ðàñïðåäåëåííàÿ ðåàëèçàöèÿ. Â îòëè÷èå îò Pregel, ñèñòåìà GraphLab áîëåå

ãèáêàÿ è ñ ñàìîãî íà÷àëà íàïðàâëåíà íà ðåøåíèå çàäà÷ ìàøèííîãî îáó÷åíèÿ è àíàëèçà

äàííûõ. Àâòîðû îòìå÷àþò òðè îñíîâíûõ ñâîéñòâà GraphLab: àñèíõðîííîñòü, äèíàìè÷-

íîñòü, ïàðàëëåëüíîñòü íà ãðàôå. Â îòëè÷èå îò Pregel, GraphLab íå èñïîëüçóåò ñèíõðî-

íèçàöèþ BSP. Áîëåå ãèáêèå âîçìîæíîñòè ñèíõðîíèçàöèè ïîçâîëÿþò îáîéòè �ïðîáëåìó

îòñòàþùåãî�, êîòîðàÿ òàêæå àêòóàëüíà ïðè ðàñïðåäåëåííîé îáðàáîòêå ãðàôîâ. Îáúåìû

âû÷èñëåíèé, ñâÿçàííûå ñ êàæäîé âåðøèíîé ìîãóò ñóùåñòâåííî îòëè÷àòüñÿ, ò.ê. ñòåïåíè

âåðøèíû îáû÷íî ðàñïðåäåëåíû ïî ñòåïåííîìó çàêîíó. Òàêæå â GraphLab ñóùåñòâóåò âîç-

ìîæíîñòü âûïîëíÿòü âû÷èñëåíèÿ ïàðàëëåëüíî è àñèíõðîííî, ñîõðàíÿÿ ìàòåìàòè÷åñêóþ

ýêâèâàëåíòíîñòü ïîñëåäîâàòåëüíîìó âûïîëíåíèþ. Äèíàìè÷íîñòü îçíà÷àåò, ÷òî ïîðÿäîê

îáðàáîòêè âåðøèí ìîæåò èçìåíÿòüñÿ äèíàìè÷åñêè â çàâèñèìîñòè îò çàäàííîãî ïîëüçîâà-

òåëåì âû÷èñëÿåìîãî êðèòåðèÿ. Â ìîäåëè GraphLab ïîëüçîâàòåëþ íåîáõîäèìî çàäàòü: Â

ìîäåëè GraphLab ïîëüçîâàòåëþ íåîáõîäèìî çàäàòü:

1. Íåíàïðàâëåííûé ãðàô G = (V,D,E). Çäåñü D - ýòî äàííûå, ñâÿçàííûå ñ êàæäîé

âåðøèíîé è ðåáðîì. Íàïðàâëåíèå âåðøèíû ìîæíî îïöèîíàëüíî õðàíèòü â äàííûõ,

ñâÿçàííûõ ñ ðåáðîì. Ñòðóêòóðà ãðàôà íå èçìåíÿåòñÿ â ïðîöåññå ðàáîòû.
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2. Ôóíêöèþ update : (v,Sv) → (Sv, T ). Ôóíêöèÿ ïîëó÷àåò íà âõîä âåðøèíó v ∈ V è

äàííûå âåðøèí è ðåáåð â åå îêðåñòíîñòè Sv, ïîñëå ÷åãî èçìåíÿåò ýòè äàííûå. Òàêæå

ôóíêöèÿ update âîçâðàùàåò íàáîð âåðøèí T äëÿ ïîñëåäóþùåé îáðàáîòêè.

3. Ôóíêöèÿ sync: âûïîëíÿåò àãðåãàöèþ, âû÷èñëÿÿ ïðîèçâîëüíóþ êîììóòàòèâíóþ àññî-

öèàòèâíóþ îïåðàöèþ ïî âñåì äàííûì ãðàôà. Ôóíêöèÿ sync ìîæåò èñïîëüçîâàòüñÿ

äëÿ âû÷èñëåíèÿ êðèòåðèÿ îñòàíîâà.

Ôóíêöèÿ update âûïîëíÿåòñÿ íà âåðøèíàõ ïàðàëëåëüíî è àñèíõðîííî, ïîýòîìó íåîáõî-

äèìû áëîêèðîâêè äàííûõ. GraphLab ïîääåðæèâàåò òðè òèïà êîíñèñòåíòíîñòè. Ïîëíàÿ

êîíñèñòåíòíîñòü (full consistency) âûïîëíÿåò áëîêèðîâêó íà ÷òåíèå è çàïèñü âñåãî ðåãè-

îíà. Â ýòîì ñëó÷àå ñóùåñòâóåò ìàòåìàòè÷åñêè ýêâèâàëåíòíàÿ ïîñëåäîâàòåëüíàÿ îáðàáîò-

êà âåðøèí. Êîíñèñòåíòíîñòü ïî ðåáðàì (edge consistency) âûïîëíÿåò áëîêèðîâêó íà ÷òå-

íèå è çàïèñü îáðàáàòûâàåìîé âåðøèíû è ñîñåäíèõ ðåáåð. Êîíñèñòåíòíîñòü ïî âåðøèíàì

(vertex consistency) íàêëàäûâàåò òîëüêî áëîêèðîâêó íà ÷òåíèå è çàïèñü îáðàáàòûâàåìîé

âåðøèíû. Ïðè ðàñïðåäåëåííîì âûïîëíåíèè GraphLab ñòðåìèòñÿ ìàêñèìàëüíî ðàâíîìåð-

íî ðàñïðåäåëèòü ãðàô ïî ñåðâåðàì, òàê, ÷òîáû ÷èñëî ðåáåð ìåæäó ìàøèíàìè áûëî ìè-

íèìàëüíî. Òàêæå êàæäûé ñåðâåð õðàíèò èíôîðìàöèþ î ïðèçðàêàõ (ghosts) - ñîñåäíèõ

ê ÷àñòè ãðàôà âåðøèíàõ è ðåáðàõ. Òàêèì îáðàçîì êåøèðóþòñÿ äàííûå ñîñåäíèõ âåð-

øèí è ðåáåð ñ äðóãèõ ñåðâåðîâ. GraphLab ïîääåðæèâàåò äâà àëãîðèòìà âûïîëíåíèÿ è

ñèíõðîíèçàöèè çàäà÷ - ðàñêðàñêà ãðàôà (chromatic engine) è ðàñïðåäåëåííûå áëîêèðîâêè

(distributed lock engine). Â àëãîðèòìå âûïîëíåíèÿ ÷åðåç ðàñêðàñêó ãðàôà, âåðøèíû ãðà-

ôà ðàñêðàøèâàþòñÿ â íåñêîëüêî öâåòîâ. Çà îäíó èòåðàöèþ îáðàáàòûâàþòñÿ âñå âåðøèíû

îäíîãî öâåòà. Àëãîðèòì âûïîëíåíèÿ ñ èñïîëüçîâàíèåì ðàñïðåäåëåííûõ áëîêèðîâîê áîëåå

ãèáîê è ïîääåðæèâàåò ïàðàëëåëüíîå è ðàñïðåäåëåííîå âûïîëíåíèå ñî âñåìè îïèñàííûìè

ðàíåå òèïàìè êîíñèñòåíòíîñòè. Äëÿ ãàðàíòèðîâàíèÿ îòêàçîóñòîé÷èâîñòè èñïîëüçóþòñÿ

ñíýïøîòû ×åíäè-Ëýìïîðòà [82]. Èç îñòàëüíûõ ñèñòåì âû÷èñëåíèé íà ãðàôàõ ñòîèò îò-

ìåòèòü GraphX, ðåàëèçîâàííóþ íà áàçå Spark. GraphX ñðàâíèì ïî ïðîèçâîäèòåëüíîñòè

ñ GraphLab è Apache Giraph äëÿ çàäà÷ îáðàáîòêè ãðàôîâ. Â äàííîé ñèñòåìå ðåàëèçî-

âàíû ïîïóëÿðíûå ìåòîäû êîëëàáîðàòèâíîé ôèëüòðàöèè è òåìàòè÷åñêîãî ìîäåëèðîâàíèÿ.

Ñèñòåìà GraphX äîñòàòî÷íî ïðîñòà, ò.ê. íåò íåîáõîäèìîñòè â ñïåöèàëüíûõ ìåõàíèçìàõ îò-

êàçîóñòîé÷èâîñòè è îáìåíà äàííûìè ìåæäó ìàøèíàìè - ýòî îáåñïå÷èâàåò Spark. Çàìåòèì,

÷òî ñèñòåìû âû÷èñëåíèé íà ãðàôàõ Pregel, GraphLab, GraphX äîñòàòî÷íî ñèëüíî îòëè-

÷àþòñÿ ìåæäó ñîáîé. Ïîýòîìó àíàëèç äîñòîèíñòâ è íåäîñòàòêîâ ïðèâåäåí äëÿ íàèáîëåå

ïîïóëÿðíîé èç íèõ - GraphLab.
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Ê ïëþñàì ñèñòåì âû÷èñëåíèÿ íà ãðàôàõ ñòîèò îòíåñòè áîëåå âûñîêóþ, ïî ñðàâíåíèþ

ñ ðåàëèçàöèÿìè íà Hadoop/MapReduce ïðîèçâîäèòåëüíîñòü. Â ñòàòüå [48] ïîêàçàíî, ÷òî

GraphLab â 20-60 ðàç áûñòðåå Hadoop/MapReduce äëÿ çàäà÷ êîëëàáîðàòèâíîé ôèëüòðàöèè

(ALS), âèäåî êî-ñåãìåíòàöèè è Named Entiny Recognition (NER). Â òîæå âðåìÿ, ñêîðîñòü

âûïîëíåíèÿ ïðèìåðíî ñîâïàäàåò ñ ðåàëèçàöèÿìè íà MPI. Ê íåäîñòàòêàì ñèñòåì âû÷èñ-

ëåíèé íà ãðàôàõ ìîæíî îòíåñòè èõ äîñòàòî÷íî óçêóþ íàïðàâëåííîñòü. Íå âñÿêóþ çàäà÷ó

ìàøèííîãî îáó÷åíèÿ ìîæíî ïðåäñòàâèòü â âèäå àëãîðèòìà îáðàáîòêè ãðàôà. Ïîëíûé öèêë

àíàëèçà äàííûõ â òàêîé ñèñòåìå íå âûïîëíèì. Â ðàáîòå [74] ïîêàçàíî, ÷òî ñåðâåð ïàðàìåò-

ðîâ Petuum áîëåå ìàñøòàáèðóåì çà ñ÷åò ìåíüøåãî ïîòðåáëåíèÿ îïåðàòèâíîé ïàìÿòè, ÷åì

GraphLab äëÿ çàäà÷ LASSO è LDA. Â ðàáîòå [83] îòìå÷àåòñÿ, ÷òî àñèíõðîííûé ðåæèì

GraphLab íåýôôåêòèâåí èç-çà ÷ðåçìåðíîãî èñïîëüçîâàíèÿ ñåòè. À ðàáîòå [84] îòìå÷àåò-

ñÿ, ÷òî GraphLab íåäîñòàòî÷íî ìàñøòàáèðóåì ïî ñðàâíåíèþ ñ ñåðâåðîì ïàðàìåòðîâ èç-çà

ìåõàíèçìà ñíýïøîòîâ. Òàêèì îáðàçîì, íåëüçÿ ñäåëàòü âûâîä î ïðåâîñõîäñòâå GraphLab ñ

òî÷êè çðåíèÿ ïðîèçâîäèòåëüíîñòè è ìàñøòàáèðóåìîñòè íàä ñèñòåìàìè, ïðåäíàçíà÷åííûìè

äëÿ èòåðàòèâíûõ âû÷èñëåíèé â îïåðàòèâíîé ïàìÿòè (MPI, ñåðâåðà ïàðàìåòðîâ, Spark).

2.1.6 Îáñóæäåíèå

Â äàííîì ðàçäåëå áûëè ðàññìîòðåíû ñîâðåìåííûå ðàñïðåäåëåííûå âû÷èñëèòåëüíûå

ñèñòåìû äëÿ ìàøèííîãî îáó÷åíèÿ. Ïîæàëóé, íàèáîëåå ìàñøòàáèðóåìîé è ïðîèçâîäèòåëü-

íîé ñèñòåìîé ÿâëÿåòñÿ àðõèòåêòóðà �ñåðâåðà ïàðàìåòðîâ�, äëÿ êîòîðîé îïèñàíû óñïåøíûå

ïðèìåðû îáó÷åíèÿ ñ 100 TB äàííûõ è êëàñòåðà èç 6000 óçëîâ. Ñåðâåðà ïàðàìåòðîâ áûëè

ðàçðàáîòàíû ñïåöèàëüíî äëÿ ðàñïðåäåëåííîãî ìàøèííîãî îáó÷åíèÿ è ñîâìåñòèìû ñ áîëü-

øèì ÷èñëîì ìåòîäîâ. ßâíûì àóòñàéäåðîì âûãëÿäèò Map/Reduce, õîðîøî ïîäõîäÿùèé

äëÿ âû÷èñëåíèÿ ïðèçíàêîâ èç �ñûðûõ�, äàííûõ, íî íå ïðåäíàçíà÷åííûé èçíà÷àëüíî äëÿ

èòåðàòèâíûõ àëãîðèòìîâ. Ðåàëèçàöèè íà Map/Reduce èñïîëüçóþòñÿ âî ìíîãèõ ñòàòüÿõ

êàê ïðîñòîé ýòàëîí äëÿ ñðàâíåíèÿ, êîòîðûé ëåãêî ïðåâçîéòè. Ñ äðóãîé ñòîðîíû, ïëþñîì

Map/Reduce ÿâëÿåòñÿ ÷ðåçâû÷àéíàÿ ðàñïðîñòðàíåííîñòü ïîääåðæèâàþùèõ åãî êëàñòåðîâ

Hadoop. Îñòàëüíûå ñèñòåìû: MPI, Spark, âû÷èñëåíèÿ íà ãðàôàõ - çàíèìàþò ïðîìåæó-

òî÷íîå ïîëîæåíèå è îáëàäàþò ñâîèìè äîñòîèíñòâàìè è íåäîñòàòêàìè. Ïðàêòè÷åñêè âñå

ñèñòåìû èñïîëüçóþò àñèíõðîííûå âû÷èñëåíèÿ äëÿ ðåøåíèÿ �ïðîáëåìû îòñòàþùåãî�. Îä-

íàêî òàêèå àñèíõðîííûå àëãîðèòìû íå ýêâèâàëåíòíû ìàòåìàòè÷åñêè ïîñëåäîâàòåëüíûì

àëãîðèòìàì è ìîãóò îáëàäàòü ïëîõîé (è íåäîêàçàííîé) ñõîäèìîñòüþ. Ïîýòîìó íåêîòî-

ðàÿ ñèíõðîíèçàöèÿ âñå-òàêè íåîáõîäèìà: ïåðñïåêòèâíûì âûãëÿäèò êîíñèñòåíòíîñòü òèïà
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Stale Synchronous Parallel (SSP). Åùå îäíèì ìèíóñîì àñèíõðîííûõ ñõåì ÿâëÿåòñÿ íåäå-

òåðìèðîâàííîñòü. Íåäåòåðìèíèðîâàííîñòü çàòðóäíÿåò èññëåäîâàíèÿ, ò.ê. òî÷íîñòü ìîäåëè

ñòàíîâèòñÿ áîëåå øóìíîé, çàâèñÿùåé îò ðàñïðåäåëåíèÿ âû÷èñëåíèé ìåæäó óçëàìè êëà-

ñòåðà. Èíòåðåñíî, ÷òî íà áàçå ïðàêòè÷åñêè ëþáîé îïèñàííîé ñèñòåìû ìîæíî ðåàëèçîâàòü

áîëüøîé ñïåêòð ïîïóëÿðíûõ ìåòîäîâ ìàøèííîãî îáó÷åíèÿ: îáîáùåííûå ëèíåéíûå ìîäå-

ëè, LDA, êîëëàáîðàòèâíàÿ ôèëüòðàöèÿ, áóñòèíã äåðåâüåâ ðåøåíèé, word2vec, ãëóáîêèå

íåéðîñåòè. Ïîýòîìó ïðè âûáîðå ñèñòåìû çà÷àñòóþ ðåøàþùèì ôàêòîðîì îêàçûâàåòñÿ åå

äîñòóïíîñòü. Ïðè óñëîâèè, ÷òî ðàçðàáîò÷èêó äîñòóïåí òîëüêî îäèí êëàñòåð, âåñîìûì ïëþ-

ñîì ÿâëÿåòñÿ âîçìîæíîñòü âûïîëíÿòü âåñü öèêë àíàëèçà äàííûõ â îäíîé ñèñòåìå. Ñ ýòîé

òî÷êè çðåíèÿ íàèáîëåå èíòåðåñíîé ÿâëÿåòñÿ ñèñòåìà Spark, ñî÷åòàþùàÿ â ñåáå ïðîèçâîäè-

òåëüíîñòü, ìàñøòàáèðóåìîñòü è óíèâåðñàëüíîñòü. Ðàçðàáîòêà ñèñòåì äëÿ ðàñïðåäåëåííîãî

ìàøèííîãî îáó÷åíèÿ ÿâëÿåòñÿ àêòèâíî ðàçâèâàþùèìcÿ íàïðàâëåíèåì. Óñêîðåíèå ìåòîäîâ

ìàøèííîãî îáó÷åíèÿ çà ñ÷åò âû÷èñëåíèé íà êëàñòåðå ïîçâîëÿåò íà ýòàïå èññëåäîâàíèÿ

ïðîáîâàòü áîëüøå âàðèàíòîâ ìîäåëåé è ðåøàòü ïðàêòè÷åñêèå çàäà÷è, â êîòîðûõ âîçíèêà-

þò áîëüøèå îáó÷àþùèå âûáîðêè.

2.2 Ìåòîäû äëÿ L1 ðåãóëÿðèçàöèè

2.2.1 Ðàñïðåäåëåííîå îáó÷åíèå ñ èñïîëüçîâàíèåì óñå÷åííîãî ãðàäèåíòà

Ìåòîä �îíëàéí îáó÷åíèÿ ñ óñå÷åííûì ãðàäèåíòîì� îïèñàí â ðàçäåëå 1.3.5. Íåñìîòðÿ íà

òî, ÷òî îíëàéí îáó÷åíèå - ýòî ïîñëåäîâàòåëüíûé àëãîðèòì, îí ìîæåò áûòü ðàñïàðàëëåëåí ñ

ïîìîùüþ ïðèåìà îïèñàííîãî â [19]. Íà ðàçíûõ ÷àñòÿõ âûáîðêè íåçàâèñèìî (íàïðèìåð, íà

ðàçíûõ óçëàõ êëàñòåðà) îáó÷àþòñÿ ðåãðåññèè ñ ïîìîùüþ îíëàéí îáó÷åíèÿ, ïîëó÷èâøèåñÿ

âåêòîðà âåñîâ óñðåäíÿþò, è äàííûé öèêë ïîâòîðÿåòñÿ íåñêîëüêî ðàç. Ðåàëèçàöèÿ â Vowpal

Wabbit [18] óñðåäíÿåò êîìïîíåíòû βj ñ ðàçíûìè âåñàìè, ñì. Àëãîðèòì 8. Îáìåí äàííûìè

ìåæäó ìàøèíàìè âûïîëíÿåòñÿ ñ ïîìîùüþ MPI_AllReduce.

Âåñà îáíîâëÿþòñÿ ïîñëå êàæäîãî îáðàáîòàííîãî îáó÷àþùåãî ïðèìåðà (xi, yi) ïî ôîðìóëå:

wj ← wj +

(
∂`(yi,β

Txi)

∂βj

)2

.

Çàìåòèì, ÷òî (
∂`(yi,β

Txi)

∂βj

)2

=

(
∂`(yi,β

Txi)

∂ŷ

)2

x2
ij.

Òàêèì îáðàçîì, âåñ ïåðåìåííîé j íà ìàøèíå m áóäåò òåì áîëüøå, ÷åì áîëüøå ñóììà

íåíóëåâûõ x2
ij íà ñîîòâåòñòâóþùåé ìàøèíå.
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Àëãîðèòì 8: Ðàñïðåäåëåííîå îíëàéí îáó÷åíèå ñ óñå÷åííûì ãðàäèåíòîì

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, ðàçäåëåííàÿ ïî ïðèìåðàì ïî M

ìàøèíàì, Npasses

1 Äëÿ âñåõ m = 1 . . . M

2 βm ← 0,wm ← 0 (âåêòîðà ðàçìåðà p)

3 Öèêë i = 1 . . . Npasses

4 Âûïîëíèòü ïàðàëëåëüíî íà M ìàøèíàõ:

5 Èñïîëüçóÿ βm êàê íà÷àëüíîå ïðèáëèæåíèå, îáó÷èòü îáîáùåííóþ ëèíåéíóþ

ðåãðåññèþ ñ ïîìîùüþ Àëãîðèòìà 4.

6 Ïîëó÷èòü íîâîå ðåøåíèå βm, íîâûé âåêòîð âåñîâ wm

7 Öèêë j = 1 . . . p

8 βmj ←
∑M

m=1w
m
j β

m
j /
∑M

m=1w
m
j

9 wmj ←
∑M

m=1(wmj )2/
∑M

m=1 w
m
j

Âîçâðàò: β

2.2.2 Alternating Direction Method of Multipliers (ADMM)

Ìåòîä Alternating Direction Method of Multipliers (ADMM) [17] èíîãäà ïðèìåíÿåòñÿ äëÿ

çàäà÷ ðàñïðåäåëåííîé îïòèìèçàöèè, âîçíèêàþùèõ â ìàøèííîì îáó÷åíèÿ. Äëÿ ýòîãî çàäà-

÷à äîëæíà áûòü ñôîðìóëèðîâàíà â âèäå çàäà÷è âûïóêëîé îïòèìèçàöèè ñ îãðàíè÷åíèÿìè

òèïà ðàâåíñòâ

argmin
x,z

(f(x) + g(z)) , (11)

ïðè îãðàíè÷åíèè Ax+Bz = c,

ôóíêöèè f(·), g(·)− âûïóêëûå,

x ∈ Rn, z ∈ Rm, A ∈ Rp×n, B ∈ Rp×m, c ∈ Rp.

Äëÿ ðåøåíèÿ çàäà÷è (11) ñòðîèòñÿ îáîáùåííûé Ëàãðàíæèàí

Lρ(x, z, y) = f(x) + g(z) + yT (Ax+Bz − c) + (ρ/2)‖Ax+Bz − c‖2, (12)

ãäå y ∈ Rp - ìíîæèòåëè Ëàãðàíæà. Ñîïðÿæåííàÿ ê (11) çàäà÷à èìååò âèä

argmax
y

g(y), (13)

g(y) = inf
x,z
Lρ(x, z, y).
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Ìåòîä ADMM ïîïåðåìåííî îïòèìèçèðóåò îáîáùåííûé Ëàãðàíæèàí (12) è ñîïðÿæåí-

íóþ ôóíêöèþ (13) âûïîëíÿÿ ñëåäóþùèå èòåðàöèè

xk+1 ← argmin
x

Lρ(x, z
k, yk),

zk+1 ← argmin
z

Lρ(x
k+1, z, yk),

yk+1 ← yk + ρ(Axk+1 +Bzk+1 − c).

Ñ ïîìîùüþ ìåòîäà ADMM ìîæíî âûïîëíÿòü ðàñïðåäåëåííóþ îïòèìèçàöèþ ñ ðàçäåëåíè-

åì âûáîðêè êàê "ïî ïðèìåðàì" , òàê è "ïî ïåðåìåííûì". Â ïåðâîì ñëó÷àå èñïîëüçóåòñÿ

òåõíèêà consensus, âî âòîðîì ñëó÷àå - sharing. Äëÿ ñëó÷àÿ áîëüøîé ðàçìåðíîñòè x ëó÷øå

ïîäõîäèò òåõíèêà sharing. Â òåõíèêå sharing èñêîìûé âåêòîð x ïðåäñòàâëÿåòñÿ êàê ñóììà

êîìïîíåíò, êàæäàÿ èç êîòîðûõ îòâå÷àåò ïîäìíîæåñòâó êîîðäèíàò Si

x =
N∑
i=1

xi, j /∈ Si ⇒ xij = 0.

Çàäà÷à îïòèìèçàöèè äîëæíà áûòü ïðåäñòàâëåíà â âèäå

argmin
xi, i=1...N

N∑
i=1

fi(xi) + g(
N∑
i=1

xi),

xi ∈ Rn.

Äëÿ çàäà÷ ìàøèííîãî îáó÷åíèÿ ôóíêöèÿ f(·) ñîîòâåòñòâóåò ðåãóëÿðèçàöèè, ôóíêöèÿ

g(·) - ýìïèðè÷åñêîìó ðèñêó.

Äëÿ îáîáùåííûõ ëèíåéíûé ôóíêöèÿ ñ ðåãóëÿðèçàòîðîì r(·) â ïîñòàíîâêå sharing çà-

äà÷à äëÿ ADMM âûãëÿäèò òàê

argmin
x,z

(
`(

N∑
i=1

zi) +
N∑
i=1

ri(xi)

)
, (14)

ïðè îãðàíè÷åíèè Aixi − zi = 0, i = 1 . . . N,

x ∈ Rn, z ∈ Rm, A ∈ Rp×n, B ∈ Rp×m, c ∈ Rp.

Ïîëíîñòüþ øàãè ADMM äëÿ ñëó÷àÿ ëîãèñòè÷åñêîé ðåãðåññèè ñ L1 ðåãóëÿðèçàöèåé 1

ïðèâåäåíû â Àëãîðèòìå 9.

1Ïðàâèëî îáíîâëåíèÿ z̄k â [17, ðàçäåë 8.3.3] ñîäåðæèò îøèáêó. Âìåñòî (ρ/2) äîëæíî áûòü (ρN/2).

Àëãîðèòì ADMM äëÿ ëîãèñòè÷åñêîé ðåãðåññèè ñ L1 ðåãóëÿðèçàöèåé ïîêàçûâàë ïëîõèå ðåçóëüòàòû äî

èñïðàâëåíèÿ äàííîé îøèáêè.
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Àëãîðèòì 9: Àëãîðèòì ADMM äëÿ îáó÷åíèÿ GLM ñ L1 ðåãóëÿðèçàöèåé

Âõîä : Ai, λ1, ρ

1 xi ← 0, z̄ ← 0, ū← 0, Ax← 0 ;

2 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

3 Âûïîëíèòü ïàðàëëåëüíî íà N ìàøèíàõ:

4 xi ← argminx̃i
(
(ρ/2)‖Aix̃i − Aixi − z̄ + Ax+ u‖2 + λ1‖x̃i‖1

)
5 Ax← 1

N

∑N
i=1 Aixi, ñ ïîìîùüþ MPI_AllReduce

6 z̄ ← argminz̄
(
`(Nz̄) + (ρN/2)‖z̄ − Ax− u‖2

)
7 u← u+ Ax− z̄

Âîçâðàò: xi, äëÿ i = 1 . . . N

Àëãîðèòì ïðèâåäåí â ò.í. "ìàñøòàáèðîâàííîé ôîðìå" , â êîòîðîé ââåäåíà ïåðåìåííàÿ

u = y/ρ. Òàêæå äîñòàòî÷íî õðàíèòü òîëüêî ñðåäíåå çíà÷åíèå z̄ = 1
N

∑N
i=1 zi. Àëãîðèòì 9

áûë ðåàëèçîâàí â ïðîãðàììå dlr äëÿ ëîãèñòè÷åñêîé ðåãðåññèè ñ L1 ðåãóëÿðèçàöèåé. Øàã

4 ïðåäñòàâëÿåò èç ñåáÿ çàäà÷ó LASSO è ðåøàåòñÿ ñ ïîìîùüþ îäíîé èòåðàöèè àëãîðèò-

ìà Shooting (ñì. Àëãîðèòì 1). Øàã 6 - ýòî ðåøåíèå m íåçàâèñèìûõ çàäà÷ îäíîìåðíîé

îïòèìèçàöèè âèäà (15)

argmin
t

(
log(1 + exp(−t)) +

ρ

2N
(t− c)2

)
. (15)

Êàê è ðåêîìåíäîâàíî â [17], òàêèå çàäà÷è ðåøàþòñÿ â äâà ýòàïà. Ñíà÷àëà íàõîäèòñÿ

ïðèáëèæåííîå ðåøåíèå â òàáëèöå ñ ïðåäðàñ÷èòàííûìè îòâåòàìè äëÿ äèàïàçîíà çíà÷åíèé

c. Ïîòîì äåëàåòñÿ 2 øàãà ïî ìåòîäó Íüþòîíà. Îòìåòèì, ÷òî Àëãîðèòì 9 òàêæå ìîæíî

ðàññìàòðèâàòü êàê ðàñïðåäåëåííûé âàðèàíò ïîêîîðäèíàòíîãî ñïóñêà, ò.ê. ïîêîîðäèíàòíûé

ñïóñê âûïîëíÿåòñÿ ïî ïåðåìåííûì xi íà âñåõ ìàøèíàõ íà øàãå 4.

Ñêîðîñòü ñõîäèìîñòè ìåòîäà ADMM ñóùåñòâåííî çàâèñèò îò ïàðàìåòðà ρ. Ïàðàìåòð ρ

íåîáõîäèìî èëè ïîäáèðàòü èíäèâèäóàëüíî äëÿ êàæäîé çàäà÷è, èëè àäàïòèâíî ìåíÿòü îò

èòåðàöèè ê èòåðàöèè [17, ðàçäåë 3.4.1].
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2.3 Ìåòîäû äëÿ L2 ðåãóëÿðèçàöèè

Äëÿ îáó÷åíèÿ GLM ñ L2 ðåãóëÿðèçàöèåé íåîáõîäèìî ìèíèìèçèðîâàòü âûïóêëóþ ãëàä-

êóþ öåëåâóþ ôóíêöèþ (9). Êàê áûëî ñêàçàíî â ðàçäåëå 1.4, äëÿ ýòîé çàäà÷è íà áîëüøèõ

îáó÷àþùèõ âûáîðêàõ ýôôåêòèâíî ðàáîòàþò ìåòîäû îíëàéí îáó÷åíèÿ è êâàçèíüþòîíîâ-

ñêèå ìåòîäû. Îíëàéí îáó÷åíèå ìîæåò áûòü ðàñïàðàëëåëåíî àíàëîãè÷íî ñëó÷àþ L1 ðåãóëÿ-

ðèçàöèè (ñì. ðàçäåë 2.2.1) ïóòåì óñðåäíåíèÿ ðåøåíèé ñ íåñêîëüêèõ ìàøèí. ×òî êàñàåòñÿ

êâàçèíüþòîíîâñêèõ ìåòîäîâ, òî èç íèõ íàèáîëåå ÷àñòî èñïîëüçóþòñÿ íà ïðàêòèêå: ìåòîä

ñîïðÿæåííûõ ãðàäèåíòîâ, BFGS, L-BFGS, TRON. Äàííûå ìåòîäû íå õðàíÿò Ãåññèàí è

òðåáóþò òîëüêî âû÷èñëåíèé çíà÷åíèÿ öåëåâîé ôóíêöèè f(β) è ãðàäèåíòà ∇f(β). Çàìå-

òèì, ÷òî ìèíóñ ëîã-ïðàâäîïîäîáèå

L(β) =
n∑
i=1

`(yi,β
Txi)

è åãî ãðàäèåíò

∇L(β) =
n∑
i=1

∂`(yi,β
Txi)

∂ŷ
xi

àääèòèâíû ïî îáó÷àþùèì ïðèìåðàì. Ïîýòîìó äàííûå ìåòîäû ìîãóò áûòü ëåãêî ðàñïà-

ðàëëåëåíû ïðè ðàçäåëåíèè îáó÷àþùåé âûáîðêè ïî ïðèìåðàì. Êàæäàÿ ìàøèíà âû÷èñëÿåò

÷àñòü L(β) è ∇L(β) ïî õðàíÿùèìñÿ íà íåé ïðèìåðàì, ïîñëå ÷åãî ïðîèçâîäèòñÿ ñóììè-

ðîâàíèå ñ ïîìîùüþ MPI_AllReduce. Âåêòîð β õðàíèòñÿ íà âñåõ ìàøèíàõ, ïîýòîìó ðå-

ãóëÿðèçàòîð 1
2
λ2‖β‖2 òàêæå ìîæåò áûòü âû÷èñëåí. Èìåííî òàêèì îáðàçîì ðåàëèçîâàíû

ïàðàëëåëüíûå âàðèàíòû L-BFGS [18] è TRON [16].

Â òåêóùåé ðàáîòå äëÿ ÷èñëåííûõ ýêñïåðèìåíòîâ èñïîëüçóåòñÿ ðàñïðåäåëåííàÿ êîì-

áèíàöèÿ îíëàéí îáó÷åíèÿ è L-BFGS (ñì. ðàçäåë 1.4.4), ðåàëèçîâàííàÿ â Vowpal Wabbit.

Îáìåí äàííûìè ìåæäó ìàøèíàìè ïðîèñõîäèò ñ ïîìîùüþ MPI_AllReduce.

Â ñòàòüå [18] îïèñàíû ÷èñëåííûå ýêñïåðèìåíòû, âûïîëíåííûå ñ òàêîé êîìáèíàöèåé

ìåòîäîâ íà êëàñòåðå èç 1000 ìàøèí. Äàííàÿ ñèñòåìà ïîçâîëèëà ïðîèçâåñòè îáó÷åíèå ëî-

ãèñòè÷åñêîé ðåãðåññèè íà äàòàñåòå ðàçìåðîì áîëåå 1 ÒÁ.
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3 Ïàðàëëåëüíûé ïîêîîðäèíàòíûé ñïóñê: ìåòîä d-GLMNET

3.1 Îïèñàíèå

Â äàííîé ðàáîòå ïðåäëîæåí ìåòîä d-GLMNET, êîòîðûé ïðåäíàçíà÷åí äëÿ ïàðàëëåëüíîãî

è ðàñïðåäåëåííîãî îáó÷åíèÿ îáîáùåííûõ ëèíåéíûõ ìîäåëåé. Îí ìîæåò èñïîëüçîâàòüñÿ

êàê äëÿ ïàðàëëåëüíîãî âûïîëíåíèÿ íà îäíîì êîìïüþòåðå ñ èñïîëüçîâàíèåì íåñêîëüêèõ

ïðîöåññîðîâ/ÿäåð, òàê è íà êîìïüþòåðíîì êëàñòåðå. Â ìåòîäå d-GLMNET âûïîëíÿþòñÿ

ïàðàëëåëüíûå øàãè ïî áëîêàì ïåðåìåííûõ. Ïðåäïîëîæèì, ÷òî ìíîæåñòâî èç p ïðèçíàêîâ

ðàçáèòî íà M íåïåðåñåêàþùèõñÿ ïîäìíîæåñòâ Sm

M⋃
m=1

Sm = {1, . . . , p},

Sm ∩ Sk = ∅, k 6= m.

Áóäåì ðàññìàòðèâàòü çàäà÷ó ìèíèìèçàöèè ðåãóëÿðèçîâàííîãî ýìïèðè÷åñêîãî ðèñêà ñ ãëàä-

êîé ôóíêöèé ðèñêà L(β) è ñ ñåïàðàáåëüíûì ðåãóëÿðèçàòîðîì R(β) = λ1‖β‖1 + (λ2/2)‖β‖2

argmin
β
{L(β) +R(β)} .

Òàê æå, êàê è â ìåòîäå GLMNET, ðàññìîòðèì ìèíèìèçàöèþ ïðèáëèæåíèÿ ê ôóíêöèè

L(β) +R(β), â êîòîðîì L(β) ðàçëîæåíà âïëîòü äî ÷ëåíîâ 2-ãî ïîðÿäêà ðÿäà Òåéëîðà

Lq(β,∆β)
def
= L(β) +∇L(β)T∆β +

1

2
∆βTH(β)∆β +R(β + ∆β),

argmin
∆β

Lq(β,∆β). (16)

Ñëåäóþùàÿ òåîðåìà ïîêàçûâàåò, ÷òî ïðîèçîéäåò, åñëè âûïîëíÿòü ìèíèìèçàöèþ (16) íåçà-

âèñèìî ïî áëîêàì ïåðåìåííûõ Sm.

Òåîðåìà 1. Íåçàâèñèìàÿ îïòèìèçàöèÿ êâàäðàòè÷íîãî ïðèáëèæåíèÿ (16) ïî áëîêàì ïå-

ðåìåííûõ ∆βm ýêâèâàëåíòíà îïòèìèçàöèè êâàäðàòè÷íîãî ïðèáëèæåíèÿ ê öåëåâîé ôóíê-

öèè

argmin
∆β

{
L(β) +∇L(β)T∆β +

1

2
∆βT H̃(β)∆β +R(β + ∆β)

}
(17)

ñ áëî÷íî-äèàãîíàëüíûì H̃(β) ïðèáëèæåíèåì ãåññèàíà.

(H̃(β))jl =

 (∇2L(β))jl, åñëè ∃m : j, l ∈ Sm,

0, èíà÷å.
(18)

45



Äîêàçàòåëüñòâî. Ïóñòü ∆β =
∑M

m=1 ∆βm, ãäå ∆βm - êîìïîíåíòû âåêòîðà ∆β, ñîîòâåò-

ñòâóþùèå ïîäìíîæåñòâàì Sm, òî åñòü ∆βmj = 0 åñëè j /∈ Sm. Òîãäà

Lq(β,∆βm) = L(β) +∇L(β)T∆βm +
1

2
∆(βm)T∇2L(β)∆βm

= L(β) +∇L(β)T∆βm +
1

2

∑
j,k∈Sm

(∇2L(β))jk∆βj∆βk.

Ïðîñóììèðîâàâ ýòî âûðàæåíèå ïî m ïîëó÷èì

M∑
m=1

Lq(β,∆βm) =
M∑
m=1

(
L(β) +∇L(β)T∆βm +

1

2

∑
j,k∈Sm

(∇2L(β))jk∆βj∆βk

)

= ML(β) +∇L(β)T∆β +
1

2
∆βT H̃(β)∆β. (19)

Èç âûðàæåíèÿ (19) è ñåïàðàáåëüíîñòè ðåãóëÿðèçàòîðà R(β) ñëåäóåò, ÷òî îïòèìèçàöèÿ

ñëåäóþùåãî ïðèáëèæåíèÿ ê öåëåâîé ôóíêöèè

argmin
∆β

{
L(β) +∇L(β)T∆β +

1

2
∆βT H̃(β)∆β +R(β)

}
ýêâèâàëåíòíà ðåøåíèþ M íåçàâèñèìûõ çàäà÷

argmin
∆βm

{
Lq(β,∆βm) +

∑
j∈Sm

R(βj + ∆βmj )

∣∣∣∣∣ ∆βmj = 0 åñëè j /∈ Sm
}
, (20)

êîòîðûå ìîãóò áûòü ðåøåíû ïàðàëëåëüíî.

Â ìåòîäå d-GLMNET èñïîëüçóåòñÿ áîëåå îáùåå ïðèáëèæåíèå

Lgenq (β,∆β)
def
= L(β) +∇L(β)T∆β +

1

2
∆βT (µ(H̃(β) + νI))∆β

è íà êàæäîé èòåðàöèè ðåøàåòñÿ çàäà÷à

argmin
∆β

{
Lgenq (β,∆β) +R(β + ∆β)

}
. (21)

Íåîáõîäèìîñòü èñïîëüçîâàíèÿ ïàðàìåòðîâ µ ≥ 1, ν > 0 áóäåò èçëîæåíà äàëåå. Â äàííîì

ñëó÷àå îäíîìåðíàÿ ìèíèìèçàöèÿ ïî ∆βj áóäåò èìåòü âèä (ñì. Ïðèëîæåíèå 1)

∆β∗j =
T (
∑n

i=1 wixijri + νβj, λ1)

µ
∑n

i=1wix
2
ij + λ2 + ν

− βj, (22)

ri = zi − µ(∆βTxi + (βj + ∆βj)xij).

Îáùàÿ ñòðóêòóðà ìåòîäà d-GLMNET ïðèâåäåíà â Àëãîðèòìå 10. Â àëãîðèòìå d-GLMNET

åñòü ñëåäóþùèå �ñòåïåíè ñâîáîäû�:
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Àëãîðèòì 10: Îáùàÿ ñòðóêòóðà d-GLMNET

Âõîä : îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1, λ1 ≥ 0, λ2 ≥ 0, η1 ≥ 1, η2 ≥ 1

ðàçáèåíèå ìíîæåñòâà ïðèçíàêîâ S1, . . . , SM

1 β ← 0

2 µ← 1

3 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

4 Âûïîëíèòü ïàðàëëåëüíî íà M ìàøèíàõ:

5 Âûáðàòü Pm ⊆ Sm

6 Ìèíèìèçèðîâàòü Lgenq (β,∆βm) +R(β + ∆βm) ïî ∆βm (Àëãîðèòì 11)

7 ∆β ←
∑M

m=1 ∆βm

8 Íàéòè α ∈ (0, 1] ñ ïîìîùüþ ëèíåéíîãî ïîèñêà (Àëãîðèòì 12)

9 β ← β + α∆β

10 Åñëè α < 1 òîãäà

11 µ← η1µ

12 Èíà÷å

13 µ← max(1, µ/η2)

Âîçâðàò: β

� Íà êàæäîé èòåðàöèè ìîæíî îáíîâëÿòü íå âñå êîìïîíåíòû β, à òîëüêî èõ ÷àñòü

P 1 ∪ . . . ∪ PM , ãäå Pm ⊆ Sm. Ýòà âîçìîæíîñòü áóäåò èñïîëüçîâàíà äëÿ ðåøåíèÿ

"ïðîáëåìû îòñòàþùåãî" (slow node problem), ñì. ðàçäåë 3.7.

� Èñïîëüçîâàíèå ïàðàìåòðà µ > 1 âàæíî äëÿ îáåñïå÷åíèÿ ðàçðåæåííîñòè ðåøåíèÿ â

ñëó÷àå L1 ðåãóëÿðèçàöèè, ñì. ðàçäåë 3.2.

� Äîáàâëåíèå νI ê ïðèáëèæåíèþ Ãåññèàíà íåîáõîäèìî äëÿ ãàðàíòèè ñõîäèìîñòè, ñì.

ðàçäåë 3.3.

Â êà÷åñòâå êðèòåðèÿ îñòàíîâà èñïîëüçóåòñÿ ïðåâûøåíèå êîëè÷åñòâà èòåðàöèé çàäàííî-

ãî ìàêñèìóìà èëè îòíîñèòåëüíîå èçìåíåíèå öåëåâîé ôóíêöèè ìåæäó èòåðàöèÿìè ìåíüøå

îïðåäåëåííîãî çíà÷åíèÿ.

Àëãîðèòì 11 îïèñûâàåò ñïîñîá ìèíèìèçàöèè êâàäðàòè÷íîãî ïðèáëèæåíèÿ (20). d-GLMNET

âûïîëíÿåò îäèí öèêë ïîêîîðäèíàòíîãî ñïóñêà ïî âñåì êîìïîíåíòàì βm äëÿ ïðèáëèæåí-

íîé ìèíèìèçàöèè (20). Íåñìîòðÿ íà òî, ÷òî GLMNET è newGLMNET âûïîëíÿþò ìèíèìè-

çàöèþ êâàäðàòè÷íîãî ïðèáëèæåíèÿ â íåñêîëüêî öèêëîâ, âû÷èñëèòåëüíûå ýêñïåðèìåíòû

ïîêàçàëè, ÷òî îäíîãî öèêëà äîñòàòî÷íî.
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Àëãîðèòì 11: Ìèíèìèçàöèÿ êâàäðàòè÷íîãî ïðèáëèæåíèÿ íà ìàøèíå m

Âõîä : ∆βm ← 0

1 Öèêë j ∈ Pm

2 ∆βmj ← argmin∆βm
j
{Lq(β,∆βm) +R(β + ∆βm)}, èñïîëüçóåòñÿ ôîðìóëà (22)

Âîçâðàò: ∆βm

Àëãîðèòì 12: Ëèíåéíûé ïîèñê
Âõîä : δ > 0, 0 < b < 1, 0 < σ < 1, 0 ≤ γ < 1

1 Åñëè α = 1 îáåñïå÷èâàåò äîñòàòî÷íîå óìåíüøåíèå öåëåâîé ôóíêöèè (23) òîãäà

2 α← 1

3 Èíà÷å

4 Íàéòè αinit = argminδ<α≤1 f(β + α∆β)

5 Ïðàâèëî Àðìèäæî: âûáðàòü α ðàâíîå íàèáîëüøåìó ýëåìåíòó

ïîñëåäîâàòåëüíîñòè {αinitbj}j=0,1,... óäîâëåòâîðÿþùåìó

f(β + α∆β) ≤ f(β) + ασD (23)

D = ∇L(β)T∆β+γ∆βT (µ(H̃(β) + νI))∆β +R(β + ∆β)−R(β)

Âîçâðàò: α

Êàê è â äðóãèõ êâàçèíüþòîíîâñêèõ àëãîðèòìàõ, äëÿ îáåñïå÷åíèÿ ñõîäèìîñòè íà êàæ-

äîì øàãå íóæíî âûïîëíÿòü ëèíåéíûé ïîèñê. Àëãîðèòì 12 îïèñûâàåò èñïîëüçóåìóþ ïðîöå-

äóðó ëèíåéíîãî ïîèñêà. ×èñëåííûå ýêñïåðèìåíòû ïîêàçàëè, ÷òî åñëè â êà÷åñòâå αinit áðàòü

òî÷êó ìèíèìóìà ôóíêöèè (2) (øàã 2, Àëãîðèòì 12), òî ñêîðîñòü ñõîäèìîñòè d-GLMNET

íåìíîãî óâåëè÷èâàåòñÿ. Çíà÷åíèå αinit íàõîäèòñÿ ïðèáëèæåíî ñ ïîìîùüþ 10 èòåðàöèé

ìåòîäà çîëîòîãî ñå÷åíèÿ. Âî âñåõ ÷èñëåííûõ ýêñïåðèìåíòàõ èñïîëüçîâàëèñü ïàðàìåòðû

b = 0.5, σ = 0.01, γ = 0

3.2 Îáåñïå÷åíèå ðàçðåæåííîñòè ðåøåíèÿ

Èñïîëüçîâàíèå ëèíåéíîãî ïîèñêà íà øàãå 8 Àëãîðèòìà 10 íåîáõîäèìî äëÿ ãàðàíòèè

ñõîäèìîñòè, íî, â òî æå âðåìÿ, óñëîæíÿåò íàõîæäåíèå ðàçðåæåííîãî ðåøåíèÿ. Èç Àëãî-

ðèòìà 10 ñëåäóåò, ÷òî ôèíàëüíîå βj ìîæåò áûòü ðàâíî íóëþ â äâóõ ñëó÷àÿõ:

� Íà âñåõ èòåðàöèÿõ ∆βj = 0.

� Íà îäíîé èç èòåðàöèé ∆βj = −βj, α = 1; íà âñåõ ïîñëåäóþùèõ èòåðàöèÿõ ∆βj = 0.
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Ïåðâûé ñëó÷àé ÿâëÿåòñÿ äîñòàòî÷íî ðåäêèì, ïîýòîìó äëÿ �çàíóëåíèÿ�, ïåðåìåííîé βj

íà îäíîé èç èòåðàöèé íåîáõîäèìî α = 1. Íî íà ïðàêòèêå ïðèðàùåíèÿ ∆βm ñ ðàçíûõ

ìàøèí êîíôëèêòóþò è Àëãîðèòì 12 ëèíåéíîãî ïîèñêà ÷àñòî âîçâðàùàåò α < 1.

Äëÿ îáåñïå÷åíèÿ ðàçðåæåííîñòè ðåøåíèÿ β àëãîðèòì äîëæåí âûïîëíÿòü øàã ñ α = 1

äîñòàòî÷íî ÷àñòî. Ñëåäóþùàÿ òåîðåìà ïîêàçûâàåò, ÷òî ïðè äîñòàòî÷íî áîëüøîì µ ëèíåé-

íûé ïîèñê íå òðåáóåòñÿ íèêîãäà.

Òåîðåìà 2. Ïóñòü Λmax, λmin - ìàêñèìàëüíîå è ìèíèìàëüíîå ñîáñòâåííûå çíà÷åíèÿ

H(β) è H̃(β) ñîîòâåòñòâåííî. Òîãäà åñëè µ ≥ Λmax

(1−σ)λmin
, ïî êðèòåðèé Àðìèäæî (23)

ñ γ = 0 áóäåò âûïîëíåí äëÿ α = 1.

Äîêàçàòåëüñòâî. Ïóñòü g(t) = L(β + t∆β). Òîãäà

g′(t) = ∇L(β + t∆β)T∆β,

g′′(t) = ∆βT∇2L(β + t∆β)∆β.

Ïîëó÷èì îãðàíè÷åíèå ñâåðõó íà L(β + ∆β)

L(β + ∆β) = g(1) = g(0) +

∫ 1

0

g′(t)dt ≤ g(0) +

∫ 1

0

(
g′(0) + t max

z∈[0,1]
|g′′(z)|

)
dt

= L(β) +∇L(β)T∆β +
1

2
max
z∈[0,1]

|∆βT∇2L(β + z∆β)∆β|

≤ L(β) +∇L(β)T∆β +
1

2
Λmax‖∆β‖2.

Â ïðåäûäóùåì íåðàâåíñòâå èñïîëüçîâàëîñü ∇2L(β) � ΛmaxI. Òîãäà

f(β + ∆β∗)− f(β) = L(β + ∆β∗)− L(β) +R(∆β + β∗)−R(β)

≤ ∇L(β)T∆β +
1

2
Λmax‖∆β‖2 +R(β + ∆β∗)−R(β) = D +

1

2
Λmax‖∆β‖2, (24)

ãäå áûëî èñïîëüçîâàíî D èç êðèòåðèÿ Àðìèäæî (23) äëÿ ÷àñòíîãî ñëó÷àÿ γ = 0

D = ∇L(β)T∆β +R(β + ∆β∗)−R(β).

Ïóñòü ∆β∗ ìèíèìèçèðóåò (21), òîãäà

Lgenq (β,∆β∗) +R(β + ∆β∗) ≤ Lgenq (β, 0) +R(β),

∇L(β)T∆β +R(β + ∆β∗) +
1

2
(∆β∗)(µ(H̃(β) + νI))∆β∗ ≤ R(β).

Ñëåäîâàòåëüíî, D îãðàíè÷åíî ñâåðõó

∇L(β)T∆β +R(β + ∆β∗)−R(β) ≤ −1

2
(∆β∗)(µ(H̃(β)) + νI)∆β∗,

D ≤ −1

2
(∆β∗)µ(H̃(β) + νI)∆β∗.
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Ó÷èòûâàÿ, ÷òî λminI � H̃(β) + νI ïîëó÷èì äëÿ µ ≥ Λmax

(1−σ)λmin
:

1

2
Λmax‖∆β∗‖2 ≤ 1

2
(1− σ)µλmin‖∆β∗‖2 ≤ 1

2
(1− σ)(∆β∗)T (µ(H̃ + νI))∆β∗

≤ −(1− σ)D. (25)

Ïîäñòàâëÿÿ (25) â (24) ïîëó÷èì

f(β + ∆β∗)− f(β) ≤ D − (1− σ)D = σD,

÷òî äîêàçûâàåò âûïîëíåíèå êðèòåðèÿ Àðìèäæî ïðè α = 1.

Íà ïðàêòèêå òÿæåëî âû÷èñëèòü Λmax, λmin äëÿ ïðîèçâîëüíîé áîëüøîé îáó÷àþùåé âû-

áîðêè. Òàêæå èñïîëüçîâàíèå ïàðàìåòðà µ ≥ Λmax

(1−σ)λmin
ìîæåò ïðèâåñòè ê ñëèøêîì ìàëåíü-

êèì øàãàì ∆β è ìåäëåííîé ñõîäèìîñòè àëãîðèòìà. Ïî ýòîé ïðè÷èíå â d-GLMNET ïàðàìåòð

µ èçìåíÿåòñÿ àäàïòèâíî, ñì. Àëãîðèòì 10. Â ÷èñëåííûõ ýêñïåðèìåíòàõ èñïîëüçîâàëèñü

ñëåäóþùèå ïàðàìåòðû àäàïòèâíîãî èçìåíåíèÿ: η1 = η2 = 2.

Îòìåòèì, ÷òî òàê êàê ëèíåéíûé ïîèñê âñåãäà âîçâðàùàåò α = 1 åñëè µ ≥ Λmax

(1−σ)λmin
, òî

ïðè àäàïòèâíîì èçìåíåíèè µ áóäåò èìåòü ìåñòî

1 ≤ µ <
η1Λmax

(1− σ)λmin
.

Àëüòåðíàòèâíàÿ èíòåðïðåòàöèÿ çàäà÷è (21) ïðè µ > 1 - ýòî ìèíèìèçàöèÿ Ëàãðàíæèàíà

çàäà÷è óñëîâíîé îïòèìèçàöèè

argmin
∆β

{
L(β) +∇L(β)T∆β +

1

2
∆βT (H̃(β) + νI)∆β +R(β + ∆β)

}
ïðè îãðàíè÷åíèè: ∆βT (H̃(β) + νI)∆β ≤ r,

ñ ìíîæèòåëåì Ëàãðàíæà µ− 1. Øàãè àëãîðèòìà îãðàíè÷åíû äîâåðèòåëüíûì èíòåðâà-

ëîì r, çàâèñÿùèì îò èòåðàöèè.

3.3 Äîêàçàòåëüñòâî ñõîäèìîñòè

Ìåòîä d-GLMNET îòíîñèòñÿ ê ñåìåéñòâó ìåòîäîâ öèêëè÷åñêîãî áëî÷íî-êîîðäèíàòíîãî

ñïóñêà (CGD), ïðåäëîæåííîãî â ñòàòüå [35]. Ñåìåéñòâî ìåòîäîâ CGD ïðåäíàçíà÷åíî äëÿ

ìèíèìèçàöèè ñóììû äâóõ ôóíêöèé

min
β
Fc(β)

def
= L(β) + cR(β) (26)
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Àëãîðèòì 13: Ìåòîä CGD

1 Âûáðàòü β0 ∈ dom R

2 Öèêë k = 0, 1, 2, ...

3 Âûáðàòü íåïóñòîå J k ⊆ N è ìàòðèöó Hk � 0

4 Ðåøèòü (27) èñïîëüçóÿ β = βk,J = J k, H = Hk è ïîëó÷èòü dk = dHk(xk;J k)

5 Âûáðàòü ïîäõîäÿùèé øàã αk > 0 ïî ïðàâèëó Àðìèäæî è ïîëîæèòü

βk+1 = βk + αkdk

ãäå L(β) - ãëàäêàÿ (íåïðåðûâíî äèôôåðåíöèðóåìàÿ ôóíêöèÿ) íà îòêðûòîì ìíîæåñòâå

â Rn ñîäåðæàùåì dom R = {β | R(β) < ∞}, à R(β) - ñîáñòâåííàÿ âûïóêëàÿ è ïîëóíå-

ïðåðûâíàÿ ñíèçó ôóíêöèÿ, êîíñòàíòà c > 0. Çàìåòèì, ÷òî L(β) - íåïðåðûâíà, ò.ê. îíà

ãëàäêàÿ.

Øàãè ìåòîäà CGD ïðèâåäåíû â Àëãîðèòìå 13. Íà êàæäîé èòåðàöèè âûïîëíÿåòñÿ ìè-

íèìèçàöèÿ

dH(β;J )
def
= argmin

d

{
∇L(β)Td+

1

2
dTHd+ cR(β + d) | dj = 0,∀j /∈ J

}
(27)

Ïðåäëîæåííûé â äàííîé ðàáîòå ìåòîä ïîêîîðäèíàòíîãî ñïóñêà d-GLMNET ÿâëÿåòñÿ

÷àñòíûì ñëó÷àåì CGD. Â íåì èñïîëüçóåòñÿ Hk = µ(H̃(β)k + νI) - áëî÷íî-äèàãîíàëüíîå

ïðèáëèæåíèå ê Ãåññèàíó, â êîòîðîå äëÿ îáåñïå÷åíèÿ ïîëîæèòåëüíîé îïðåäåëåííîñòè áûëî

äîáàâëåíî νI, ν > 0. Â ñëó÷àå d-GLMNET ôóíêöèÿ L(β) - ìèíóñ ëîã-ïðàâäîïîäîáèå, êîòî-

ðîå ÿâëÿåòñÿ ãëàäêîé è âûïóêëîé ôóíêöèåé, îïðåäåëåííîé íà Rn, à R(β) - ýòî elastic net

ðåãóëÿðèçàòîð. Àëãîðèòì ëèíåéíîãî ïîèñêà (12) âûïîëíÿåòñÿ òàê, ÷òîáû óäîâëåòâîðèòü

êðèòåðèþ Àðìèäæî.

Äëÿ ãëîáàëüíîé ñõîäèìîñòè ìåòîäà â ñîîòâåòñòâèè ñ [35, Òåîðåìà 1(e)] äîñòàòî÷íî,

÷òîáû

(a) eminI � Hk � emaxI, ãäå emax ≥ emin > 0 (28)

(b) Ïîñëåäîâàòåëüíîñòü {J k} âûáèðàåòñÿ ïî îáîáùåííîìó ïðàâèëó Ãàóññà-Çåéäåëÿ

∃ T > 0 ∀ k J k ∪ J k+1 ∪ . . . J k+T−1 = N

(c) R(·) áëî÷íî-ñåïàðàáåëüíî ïî J k äëÿ âñåõ k, supk α
k <∞.

Òàêæå äëÿ âû÷èñëèòåëüíîé ðåàëèçàöèè ìåòîäà íåîáõîäèìî, ÷òîáû ëèíåéíûé ïîèñê

ñõîäèëñÿ çà êîíå÷íîå ÷èñëî èòåðàöèé.
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Äëÿ ýòîãî ñîãëàñíî [35, Ëåììà 5(b)] äîñòàòî÷íî âûïîëíåíèÿ ñëåäóþùèõ óñëîâèé

(a) ∃Λ > 0 ∀β1,β2 ∈ dom R ||∇L(β1)−∇L(β2)|| ≤ Λ||β1 − β2|| (29)

(b) Hk � 0

Îáíîâëåíèå âñåõ êîìïîíåíò β íà êàæäîé èòåðàöèè î÷åâèäíî ÿâëÿåòñÿ ÷àñòíûì ñëó÷àåì

ïðàâèëà Ãàóññà-Çåéäåëÿ. Èñïîëüçóåìûé â d-GLMNET elastic net ðåãóëÿðèçàòîð ïîëíîñòüþ

ñåïàðàáåëüíûé. Äëÿ äàííîãî ðåãóëÿðèçàòîðà dom R = Rp. Ïîýòîìó äëÿ äîêàçàòåëüñòâà

ñõîäèìîñòè è çàâåðøåíèÿ ëèíåéíîãî ïîèñêà çà êîíå÷íîå ÷èñëî øàãîâ äîñòàòî÷íî äîêàçàòü

òîëüêî (28), (29). Äëÿ äîêàçàòåëüñòâà (29) çàìåòèì, ÷òî

‖∇L(β1)−∇L(β2)‖ ≤ max
t∈[0,1]

‖∇2L(β1 + t(β2 − β1))‖‖β1 − β1‖ ≤ Λmax‖β1 − β1‖

Ñëåäîâàòåëüíî, ëèíåéíûé ïîèñê ïðî ïðàâèëó Àðìèäæî ñîéäåòñÿ çà êîíå÷íîå ÷èñëî øàãîâ

åñëè íîðìà Ãåññèàíà ‖∇2L(β)‖ îãðàíè÷åíà ñâåðõó õîòÿ áû â òî÷êàõ βk,βk + dk. Òàêèì

îáðàçîì äîñòàòî÷íî äîêàçàòü òîëüêî

‖∇2L(β)‖ ≤ Λmax, β = βk,βk + dk, k = 1 . . . k (30)

Òåîðåìà 3. Åñëè ó âûïóêëîé ôóíêöèè g(β), îïðåäåëåííîé íà ìíîæåñòâå D ñóùåñòâóåò

åäèíñòâåííûé ìèíèìóì β∗ ∈ int D, òî ìíîæåñòâà óðîâíÿ îãðàíè÷åíû.

Äîêàçàòåëüñòâî. Ðàññìîòðèì ñôåðó Sε = {β | ‖β − β∗‖ = ε} ⊆ D.

Åñëè β1 ∈ Sε, òî

g(β1) ≥ g(β∗) + δ, δ > 0

Ïóñòü β ∈ D. Òàê êàê g(β) - âûïóêëàÿ, òî

g(β∗ + t(β − β∗)) = g(tβ + (1− t)β∗) ≤ tg(β) + (1− t)g(β∗), 0 ≤ t ≤ 1

Ïóñòü t = ε/‖β − β∗‖, òîãäà β∗ + t(β − β∗) ∈ Sε. Çíà÷èò

tg(β) + (1− t)g(β∗) ≥ g(β∗) + δ

tg(β) ≥ tg(β∗) + δ

g(β) ≥ g(β∗) +
δ

t
= g(β∗) +

δ

ε
‖β − β∗‖

Ñëåäîâàòåëüíî, ïðè β →∞, g(β)→ +∞ è ìíîæåñòâà óðîâíÿ îãðàíè÷åíû.

Òåîðåìà 4. Åñëè ìíîæåñòâà ñóáóðîâíÿ Lc ôóíêöèè L(β) + R(β) îãðàíè÷åíû, à òàêæå

íà êàæäîì ìíîæåñòâå Lc íîðìà Ãåññèàíà ‖∇2L(β)‖ îãðàíè÷åíà, òî âûïîëíÿåòñÿ (30).
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Äîêàçàòåëüñòâî. Ïóñòü β0 - íà÷àëüíîå ïðèáëèæåíèå, ïîñëå ÷åãî àëãîðèòì d-GLMNET ñî-

âåðøàåò øàãè β1,β2, . . . . Ðàññìîòðèì ìíîæåñòâî ñóáóðîâíÿ Lc, ãäå c = L(β0) +R(β0).

Äîêàæåì, ÷òî dH(β;J ) èç (27) îãðàíè÷åíî. Îáîçíà÷èì

qH(d,β)
def
= ∇f(β)Td+

1

2
dTHd+ cP (β + d)

∇Lmax = max
β∈D
‖∇L(β)‖

Pmax = max
β∈D

P (β)

Âûïóêëàÿ ôóíêöèÿ P (β) ñóáäèôôåðåíöèðóåìà â ëþáîé òî÷êå β1 ∈ int dom P , ïóñòü

ñóáãðàäèåíò â ýòîé òî÷êå ðàâåí p, òîãäà

P (β) ≥ P (β1) + pT (β − β1) ≥ B + A‖β‖

ãäå B = P (β1)− pTβ1, A = −‖p‖.

qH(d,β) ≥ −∇Lmax‖d‖+
1

2
emin‖d‖2 +B + A‖d‖

≥ 1

2
emin

(
‖d‖+

A−∇Lmax
emin

)2

+B − 1

2

(A−∇Lmax)2

emin

Åñëè d - ðåøåíèå (27), òî

qH(d,β) ≤ qH(0,β) = cP (β) ≤ cPmax

Ñëåäîâàòåëüíî

1

2
emin

(
‖d‖+

A−∇Lmax
emin

)2

+B − 1

2

(A−∇Lmax)2

emin
≤ Pmax

‖d‖ ≤ dmax
def
=

2

emin

√Pmax −B +
1

2

(A−∇Lmax)2

emin
− A−∇Lmax

emin


Ðàññìîòðèì dmax-îêðåñòíîñòü ìíîæåñòâà Lc : Lc,dmax = {β | ‖β − β0‖ ≤ dmax,β0 ∈ Lc}.

Ïîëó÷àåòñÿ, ÷òî β + d ∈ Lc. Äàëåå β1 = β0 + αd, ãäå 0 < α ≤ 1 âûáèðàåòñÿ ïî ïðàâè-

ëó Àðìèäæî. Ïîýòîìó f(β1) ≤ f(β0) è β1 ∈ Lc. Ñëåäîâàòåëüíî, äëÿ âñåõ βk ∈ Lc,dmax ,

βk + dk ∈ Lc,dmax äëÿ âñåõ k. Òàê êàê L(β) + R(β) íåïðåðûâíî, òî ìíîæåñòâà óðîâíÿ Lc -

êîìïàêòíû. Ïîýòîìó ‖∇2L(β)‖ äîñòèãàåò ìàêñèìóìà íà Lc è îãðàíè÷åíî ñâåðõó. Ñëåäî-

âàòåëüíî, âûïîëíÿåòñÿ óñëîâèå (30).

Òåîðåìà 5. Åñëè ôóíêöèÿ L(β)+R(β) äîñòèãàåò ìèíèìóì íà îòêðûòîé îáëàñòè îïðå-

äåëåíèÿ D, íîðìà Ãåññèàíà ‖∇2L(β)‖ íåïðåðûâíà, òî âûïîëíÿåòñÿ (30).

53



Äîêàçàòåëüñòâî. Åñëè L(β) + R(β) äîñòèãàåò ìèíèìóì íà îòêðûòîé îáëàñòè îïðåäåëå-

íèÿ D, òî ïî Òåîðåìå 3 ìíîæåñòâà óðîâíÿ ôóíêöèè L(β) + R(β) îãðàíè÷åíû. Òàê êàê

L(β) + R(β) íåïðåðûâíî, òî ìíîæåñòâà óðîâíÿ Lc - êîìïàêòíû. Ïîýòîìó ‖∇2L(β)‖ äî-

ñòèãàåò ìàêñèìóìà íà Lc è îãðàíè÷åíî ñâåðõó. Ñëåäîâàòåëüíî, ïî Òåîðåìå 4 óñëîâèÿ (30)

âûïîëíÿþòñÿ.

Òåîðåìà 6. Åñëè β0,β1,β2, . . . - øàãè àëãîðèòìà d-GLMNET è 0 ≺ ∇2L(βk) ≺ Λ äëÿ âñåõ

k, òî âûïîëíÿåòñÿ óñëîâèå (28) äëÿ áëî÷íî-äèàãîíàëüíîãî ïðèáëèæåíèÿ Ãåññèàíà

H = µ(H̃(β) + νI)

ãäå H̃(β) îïðåäåëåíî â (18).

Äîêàçàòåëüñòâî. Äëÿ ïðîèçâîëüíîé ìàòðèöû N , åñëè N � λI, òî äëÿ ëþáîãî a 6= 0

aTNa > λ‖a‖2

Âîçüìåì a òàêîå, ÷òî ai = 0 åñëè i /∈ Sm. Â ýòîì ñëó÷àå∑
j,l∈Sm

Njlajal > λ
∑
j∈Sm

a2
j

ñóììèðîâàâ íåðàâåíñòâà äëÿ âñåõ m ïîëó÷èì∑
m

∑
j,l∈Sm

Njlajal > λ
∑
m

∑
j∈Sm

a2
j

aT Ña > λ‖a‖2

ãäå Ñ - áëî÷íî-äèàãîíàëüíîå ïðèáëèæåíèå ê N , ñîîòâåòñòâóþùåå áëîêàì S1, S2, . . . , SM .

Àíàëîãè÷íûé ðåçóëüòàò èìååò ìåñòî äëÿ N ≺ λI.

Ïðåäïîëîæèì, ÷òî 1 ≤ µ ≤ µmax. Äàííûå íåðàâåíñòâà âûïîëíÿþòñÿ äëÿ ïîñòîÿííîãî

èëè àäàïòèâíî ìåíÿþùåãîñÿ µ (ñì. Ðàçäåë 3.2). Ïîýòîìó åñëè 0 ≺ ∇2L(βk) ≺ Λ òî

νI ≺ µ(H̃(β) + νI) ≺ µmax(Λ + ν)I

Òåîðåìà 7. Åñëè ôóíêöèÿ ïîòåðü `(y, ŷ) âûïóêëàÿ ïî ŷ è åå âòîðàÿ ïðîèçâîäíàÿ îãðàíè-

÷åíà ñâåðõó
∂2`(y, ŷ)

∂ŷ2
< M (31)

òî äëÿ íåêîòîðûõ Λmin,Λmax > 0

ΛminI � ∇2L(β) + νI � ΛmaxI (32)
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Óñëîâèå (31) è, ñëåäîâàòåëüíî, ãëîáàëüíàÿ ñõîäèìîñòü, èìååò ìåñòî äëÿ ëèíåéíîé,

ëîãèñòè÷åñêîé è ïðîáèò ðåãðåññèè, ñì. Ïðèëîæåíèå 2.

Äîêàçàòåëüñòâî. Òàê êàê ôóíêöèÿ ïîòåðü `(y, ŷ) âûïóêëàÿ, òî ∂2`(y,ŷ)
∂ŷ2

≥ 0 è, ñëåäîâàòåëü-

íî

aT∇2L(β)a =
n∑
i=1

(aTxi)
∂2`(yi,β

Txi)

∂ŷ2
(aTxi) ≥ 0

Ñ äðóãîé ñòîðîíû

aT∇2L(β)a =
n∑
i=1

(aTxi)
∂2`(yi,β

Txi)

∂ŷ2
(aTxi) ≤ ‖a‖2

n∑
i=1

‖xi‖2M

ïîýòîìó äëÿ íåêîòîðûõ Λmin,Λmax > 0

ΛminI � ∇2L(β) + νI � ΛmaxI (33)

Òåîðåìà 8. Åñëè ôóíêöèÿ ïîòåðü `(y, ŷ) âûïóêëàÿ ïî ŷ è åå âòîðàÿ ïðîèçâîäíàÿ îãðàíè-

÷åíà ñâåðõó íà ëþáîì îòðåçêå

∂2`(y, ŷ)

∂ŷ2
< M, ŷ ∈ [a, b] (34)

(÷àñòíûé ñëó÷àé - ∂2`(y, ŷ)/∂ŷ2 íåïðåðûâíà), òî ìåòîä d-GLMNET îáëàäàåò ãëîáàëüíîé

ñõîäèìîñòüþ, êðîìå òîãî, ëèíåéíûé ïîèñê ñõîäèòñÿ çà êîíå÷íîå ÷èñëî øàãîâ.

Äîêàçàòåëüñòâî. Ëèíèè óðîâíÿ ôóíêöèè L(β) + R(β) - êîìïàêòíû. Åñëè íà ëþáîì îò-

ðåçêå ∂2`(y,ŷ)
∂ŷ2

îãðàíè÷åíà, òî, ñëåäîâàòåëüíî ‖∇2L(β)‖ îãðàíè÷åíà íà ëþáîì îãðàíè÷åííîì

ìíîæåñòâå (ñì. Òåîðåìó 7), â ÷àñòíîñòè, íà ìíîæåñòâàõ óðîâíÿ. Ïîýòîìó ïî Òåîðåìå 5

àëãîðèòì d-GLMNET ñõîäèòñÿ.

Òåîðåìà 9. Åñëè L(β) âûïóêëàÿ äèôôåðåíöèðóåìàÿ ôóíêöèÿ, îïðåäåëåííàÿ íà îòêðûòîì

ìíîæåñòâå, òî ëèíèè óðîâíÿ ôóíêöèè

Lc = {β | L(β) +
1

2
λ2‖β‖2 ≤ c}, ãäå c > c∗

c∗ = min
β

(
L(β) +

1

2
λ2‖β‖2

)
êîìïàêòíû åñëè λ2 > 0.
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Äîêàçàòåëüñòâî. Ôóíêöèÿ L(β) + 1
2
λ2‖β‖2 âûïóêëàÿ è íåïðåðûâíàÿ, ò.ê. ýòî ñóììà äâóõ

âûïóêëûõ ôóíêöèé, à âûïóêëàÿ ôóíêöèÿ íåïðåðûâíà íà îòðûòîì ìíîæåñòâå. Ïîýòîìó

ëèíèè óðîâíÿ çàìêíóòû. Íåîáõîäèìî òîëüêî äîêàçàòü, ÷òî îíè îãðàíè÷åíû. Ïðîâåäåì äî-

êàçàòåëüñòâî îò ïðîòèâíîãî. Ïóñòü ñóùåñòâóåò ïîñëåäîâàòåëüíîñòü {β1,β2, . . . } òàêàÿ

÷òî ‖βk‖ → +∞ è f(βk) ≤ c äëÿ âñåõ k. Òàê ôóíêöèÿ L(·) - âûïóêëàÿ, òî

L(β) ≥ L(0) +∇L(0)Tβ

è çíà÷èò

L(β) +
1

2
λ2‖β‖2 ≥ L(0) +∇L(0)Tβ +

λ2

2
‖β‖2

≥ L(0)− ‖∇L(0)‖‖β‖+
λ2

2
‖β‖2

≥ λ2

2

(
‖β‖ − ‖∇L(0)‖

λ2

)2

+ const

ãäå ñëàãàåìîå const íå çàâèñèò îò β Ïîýòîìó L(βk) + 1
2
λ2‖βk‖2 → +∞ ïðè k → +∞, ÷òî

ïðîòèâîðå÷èò ïðåäïîëîæåíèþ f(βk) ≤ c.

Àëüòåðíàòèâíîå äîêàçàòåëüñòâî ñõîäèìîñòè ôîðìóëèðóåò ñëåäóþùàÿ

Òåîðåìà 10. Åñëè ∂2`(y, ŷ)/∂ŷ2 íåïðåðûâíà, òî â ïðèñóòñòâèè L2 ðåãóëÿðèçàöèè àëãî-

ðèòì d-GLMNET îáëàäàåò ãëîáàëüíîé ñõîäèìîñòü è ëèíåéíûé ïîèñê ñõîäèòñÿ çà êîíå÷íîå

÷èñëî øàãîâ.

Äîêàçàòåëüñòâî. Ïóñòü c∗ - ìèíèìàëüíîå çíà÷åíèå ôóíêöèè f(β) = L(β) +R(β), â êîòî-

ðîé ïî óñëîâèþ òåîðåìû λ2 > 0. Ðàññìîòðèì ìíîæåñòâà óðîâíÿ

Lc = {β | f(β) ≤ c}, ãäå c > c∗

Òåîðåìà 9 ãîâîðèò, ÷òî ìíîæåñòâà óðîâíÿ ôóíêöèè L(β)+ 1
2
‖β‖2 êîìïàêòíû, ñëåäîâàòåëü-

íî, ìíîæåñòâà óðîâíÿ Lc òàêæå êîìïàêòíû, ò.ê. f(β) ≥ L(β) + 1
2
‖β‖2. Åñëè ∂2`(y,ŷ)

∂ŷ2
íåïðå-

ðûâíà, òî è ∇2L(β) íåïðåðûâíà. Âíóòðè êîìïàêòíîãî ìíîæåñòâà íåïðåðûâíàÿ ôóíêöèÿ

îãðàíè÷åíà

‖∇2L(β)‖ ≤ Λ, β ∈ Lc

Ïîêàæåì, ÷òî ëèíåéíûé ïîèñê çàêîí÷èòñÿ ÷åðåç êîíå÷íîå ÷èñëî øàãîâ. Ïóñòü β -

ïðèáëèæåííîå ðåøåíèå íà òåêóùåé èòåðàöèè, ∆β - øàã. Ïðè âíèìàòåëüíîì ðàññìîòðåíèè

[35, Ëåììà 5(b)] âèäíî, ÷òî äîñòàòî÷íî âûïîëíåíèÿ óñëîâèÿ (29) òîëüêî äëÿ β1,β2 ∈

[β,β + ∆β]. Ïîñêîëüêó β ∈ Lc, òî è íåêîòîðàÿ ÷àñòü îòðåçêà [β, ᾱ∆β] ⊆ [β,∆β], ãäå
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0 < ᾱ ≤ 1, âñåãäà áóäåò ñîäåðæàòüñÿ â Lc: [β, ᾱ∆β] ⊆ Lc, òàê êàê Lc - êîìïàêò. Ïîýòîìó

êðèòåðèé Àðìèõî áóäåò óäîâëåòâîðåí äëÿ íåêîòîðîãî α ≤ ᾱ.

Ïðè âûïîëíåíèè øàãîâ àëãîðèòìà d-GLMNET, óäîâëåòâîðÿþùèõ êðèòåðèþ Àðìèäæî,

öåëåâàÿ ôóíêöèÿ f(β) íå âîçðàñòàåò, ïîýòîìó âñåãäà β ∈ Lc è ‖∇2L(β)‖ < Λ. Ñîãëàñíî

Òåîðåìå 6 óñëîâèå (28) áóäåò âûïîëíåíî äëÿ áëî÷íî-äèàãîíàëüíîãî ïðèáëèæåíèÿ Ãåññèàíà

è îáåñïå÷åíà ñõîäèìîñòü.

Äàííûé âàðèàíò òåîðåìû ðàñïðîñòðàíÿåòñÿ, íàïðèìåð, íà Ïóàññîíîâñêóþ ðåãðåññèþ

ñ L2 ðåãóëÿðèçàöèåé èëè elastic net ðåãóëÿðèçàöèåé.

Ðåçþìå. Äîñòàòî÷íîå óñëîâèå ñõîäèìîñòè - ýòî ñóùåñòâîâàíèå åäèíñòâåííîãî ìèíèìó-

ìà öåëåâîé ôóíêöèè L(β) + R(β) âìåñòå ñ îãðàíè÷åíèåì ñâåðõó íà âòîðóþ ïðîèçâîäíóþ

∂2`(y, ŷ)/∂ŷ2 íà ëþáîì îòðåçêå. Â ÷àñòíîñòè, äîñòàòî÷íî íåïðåðûâíîñòè ∂2`(y, ŷ)/∂ŷ2 ïî ŷ.

Ýòî áóäåò âûïîëíÿòüñÿ äëÿ ëèíåéíîé è ëîãèñòè÷åñêîé ðåãðåññèè ñ ëþáîé ðåãóëÿðèçàöèåé,

à òàêæå äëÿ Ïóàññîíîâñêîé ðåãðåññèè ïðè íàëè÷èè L2 èëè elastic net ðåãóëÿðèçàöèè.

3.4 Ëèíåéíàÿ ñêîðîñòü ñõîäèìîñòè

Â ôîðìóëèðîâêå òåîðåìû î ñõîäèìîñòè èñïîëüçóþòñÿ ñëåäóþùèå îáîçíà÷åíèÿ:

X̄ - ìíîæåñòâî ñòàöèîíàðíûõ òî÷åê (ëîêàëüíûå ýêñòðåìóìû) ôóíêöèè f(·),

dist(x, X̄)
def
= min

x̄∈X̄
‖x− x̄‖ ∀x ∈ Rn

Ïðåäïîëîæåíèå 1. X̄ 6= ∅ è äëÿ âñåõ ζ ≥ minx f(x) íàéäóòñÿ τ > 0 è ε > 0 òàêèå ÷òî

dist(x, X̄) ≤ τ ||dI(x;N)|| , åñëè f(x) ≤ ζ, ||dI(x;N)|| ≤ ε

ãäå

dH(x)
def
=dH(x;N)

Îãðàíè÷åííîå ïðàâèëî Ãàóññà-Çåéäåëÿ. Ïóñòü T ⊆ {0, 1, . . . }, òàê ÷òî

0 ∈ T , ∀k ∈ T N =
(
îáúåäèíåíèå íåïåðåñåêàþùèõñÿ ìíîæåñòâ J k,J k+1, . . . ,J τ(k)−1

)
(35)

ãäå τ(k)
def
= min{k′ ∈ T | k′ > k}. Îãðàíè÷åííîå ïðàâèëî Ãàóññà-Çåéäåëÿ ÿâëÿåòñÿ ÷àñòíûìè

ñëó÷àåì îáû÷íîãî ïðàâèëà Ãàóññà-Çåéäåëÿ. Òåîðåìà î ëèíåéíîé ñêîðîñòè ñõîäèìîñòè äëÿ

ñåìåéñòâî ìåòîäîâ CGD ôîðìóëèðóåòñÿ ñëåäóþùèì îáðàçîì
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Òåîðåìà. [35, Theorem 2(b)]. Assume that f satis�es (29) for some Λ > 0. Let {xk},

{Hk}, {dk} be sequences generated by the CGD method satisfying (28), where {J k} is chosen

by restricted Gauss-Seidel rule (35) with T ⊆ {0, 1, . . . }. Then the following results hold.

(b) If Fc satis�es Assumption 1, P (·) is block-separable with respect to J k for all k, and αk is

chosen by the Armijo rule with supk α
k
init ≤ 1 and infk α

k
init > 0 then either {Fc(xk)} ↓ −∞

or {Fc(xk)}T converges as least Q-linearly and {xk}T converges at least R-linearly.

Òåîðåìà 11. Åñëè ∇2L(β) < Λ, L(β) - ñòðîãî âûïóêëàÿ, à òàêæå ìíîæåñòâà óðîâíÿ

Lc ôóíêöèè óðîâíÿ L(β) +R(β) êîìïàêòíû, òî âûïîëíÿåòñÿ Ïðåäïîëîæåíèå 1.

Äîêàçàòåëüñòâî. Äàííàÿ òåîðåìà äîêàçàíà äëÿ ëîãèñòè÷åñêîé ðåãðåññèè ñ L1 ðåãóëÿðèçà-

öèåé â [14, Appendix B]. Âíèìàòåëüíûé àíàëèç äîêàçàòåëüñòâà ïîêàçûâàåò, ÷òî îíî ìîæåò

áûòü ëåãêî îáîáùåíî íà äðóãèå ñòðîãî âûïóêëûå ôóíêöèè ïîòåðü L(β) è âûïóêëûå ðåãóëÿ-

ðèçàòîðû R(β), â ò.÷. elastic net. Ïîýòîìó äëÿ ýêîíîìèè ìåñòà ôîðìàëüíîå äîêàçàòåëüñòâî

îïóùåíî.

Òåîðåìà 12. Ïðåäïîëîæåíèå 1 âåðíî, åñëè âûïîëíÿåòñÿ õîòÿ áû îäíî èç óñëîâèé:

1. L(β) - ñòðîãî âûïóêëàÿ, `(y, ŷ) ≥ C(y) è ∂2`(y,ŷ)
∂ŷ2

< M .

2. L(β) - âûïóêëàÿ, ïðèñóòñòâóåò L2 ðåãóëÿðèçàòîð.

Äîêàçàòåëüñòâî. 1.

L(β) =
n∑
i=1

`(yi,β
Txi) +R(β) ≥

n∑
i=1

C(yi) +R(β)→ +∞, åñëè ‖β‖ → +∞

Ïîýòîìó ìíîæåñòâà óðîâíÿ Lc áóäóò îãðàíè÷åííûìè è êîìïàêòíûìè.

Åñëè ∂2`(y,ŷ)
∂ŷ2

< M , òî è ∇2L(β) < Λ.

2. Ïðåîáðàçóåì öåëåâóþ ôóíêöèþ

f(β) = L(β) +R(β) =

(
L(β) +

1

2
λ2‖β‖2

)
+ λ1‖β‖

è áóäåì ñ÷èòàòü, ÷òî L2 ðåãóëÿðèçàöèÿ ÿâëÿåòñÿ ÷àñòüþ öåëåâîé ôóíêöèè.

Åñëè L(β) - âûïóêëàÿ, òî â ñîîòâåòñòâèè ñ Òåîðåìîé 9 ìíîæåñòâà óðîâíÿ ôóíêöèè

L(β) + 1
2
λ2‖β‖2 êîìïàêòíû

Øàãè àëãîðèòìà d-GLMNET íå èçìåíÿòñÿ îò òîãî, ÿâëÿåòñÿ ëè 1
2
λ2‖β‖2 ÷àñòüþ L(β)

èëè ðåãóëÿðèçàòîðàR(β). Äåéñòâèòåëüíî, íà êàæäîé èòåðàöèè ìèíèìèçèðóåòñÿ êâàä-

ðàòè÷íîå ïðèáëèæåíèå (21), ãäå

Lgenq (β,∆β)
def
= L(β) +∇L(β)T∆β +

1

2
∆βT (µ(H̃(β) + νI))∆β
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Åñëè L∗(β) = L(β) + 1
2
λ2‖β‖2, òî

L∗,genq (β,∆β) +R(β + ∆β) =

= L∗(β) +∇L∗(β)T∆β +
1

2
∆βT (µ(H̃∗(β) + νI))∆β

= L(β) +
1

2
λ2‖β‖2 +∇L(β)T∆β + λ2β

T∆β +
1

2
∆βT (µ(H̃(β) + νI))∆β +

1

2
µλ2∆βT∆β

= Lgenq (β,∆β) +R(β + ∆β) +
1

2
λ2‖β + ∆β‖2 +

1

2
(µ− 1)‖∆β‖2

Ïîýòîìó ïðè µ = 1 ðåøåíèå çàäà÷è (21) áóäåò òàêèì æå.

Íåîáõîäèìî òàêæå óäîñòîâåðèòüñÿ, ÷òî ëèíåéíûé ïîèñê íàéäåò òàêîé æå øàã α. Â

ëèíåéíîì ïîèñêå èñïîëüçóåòñÿ ïàðàìåòð

D = ∇L(β)T∆β + γ∆βT (µ(H̃(β) + νI))∆β +R(β + ∆β)−R(β)

= ∇L(β)T∆β +R(β + ∆β)−R(β)

ïðè γ = 0. Åñëè ìû áóäåì èñïîëüçîâàòü L∗(β) = L(β) + 1
2
λ2‖β‖2 âìåñòî L(β), òî

D = ∇L∗(β)T∆β +R(β + ∆β)−R(β)

= ∇L(β)T∆β + λ2β
T∆β +R(β + ∆β)−R(β)

= ∇L(β)T∆β + (R(β + ∆β) +
1

2
λ2‖β + ∆β‖2)− (R(β) +

1

2
λ2‖β‖2)

è îñòàíåòñÿ íåèçìåííûì.

Íàêîíåö, ïðîâåðèì âûïîëíåíèå óñëîâèé [35, Òåîðåìû 2(b)] ïðèìåíèòåëüíî ê àëãîðèòìó

d-GLMNET.

1. ×àñòíûì ñëó÷àåì îãðàíè÷åííîãî ïðàâèëà Ãàóññà-Çåéäåëÿ ÿâëÿåòñÿ, î÷åâèäíî J k =

N, ò.å. îáíîâëåíèå âñåõ âåñîâ íà êàæäîé èòåðàöèè.

2. Òåîðåìû 6, 7 äîêàçûâàþò âûïîëíåíèÿ Ïðåäïîëîæåíèÿ 1 åñëè ∂2`(y,ŷ)
∂ŷ2

< M . Äàííîå

óñëîâèå âûïîëíÿåòñÿ äëÿ ëèíåéíîé, ëîãèñòè÷åñêîé è ïðîáèò-ðåãðåññèè.

3. Òåîðåìà 12 îïèñûâàåò óñëîâèÿ, ïðè êîòîðûõ áóäåò âûïîëíÿòüñÿ Ïðåäïîëîæåíèå 2.

Âàðèàíò 1 âûïîëíÿåòñÿ äëÿ ëèíåéíîé, ëîãèñòè÷åñêîé è ïðîáèò-ðåãðåññèè ïðè óñëî-

âèè ñòðîãîé âûïóêëîñòè L(β). Ýòî áóäåò âûïîëíÿòüñÿ åñëè íåò ëèíåéíî çàâèñèìûõ

ïðèçíàêîâ xi. Âàðèàíò 2 âûïîëíÿåòñÿ äëÿ âñåõ îáîáùåííûõ ëèíåéíûõ ìîäåëåé ñ L2

ðåãóëÿðèçàòîðîì, â ÷àñòíîì ñëó÷àå äëÿ Ïóàññîíîâñêîé ðåãðåññèè ñ L2 ðåãóëÿðèçà-

öèåé.
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4. Ðåãóëÿðèçàòîð elastic net ñåïàðàáåëåí.

5. Àëãîðèòì ëèíåéíîãî ïîèñêà óäîâëåòâîðÿåò óñëîâèÿì supk α
k
init ≤ 1, infk α

k
init ≥ δ > 0;

6. F (x) > −∞, ïîýòîìó èìååò ìåñòî ëèíåéíàÿ ñõîäèìîñòü {xk} è {F (xk)}.

3.5 Ïðîãðàììíàÿ ðåàëèçàöèÿ. Çàïóñê íà êëàñòåðå Map/Reduce

Â ïðîãðàììíîé ðåàëèçàöèè ìåòîäà d-GLMNET èñïîëüçóþòñÿ îäíîâðåìåííî âîçìîæíî-

ñòè êëàñòåðà Map/Reduce è ïåðåäà÷è ñîîáùåíèé ñ ïîìîùüþ ñòàíäàðòà MPI. Àëãîðèòì

ðàñïðåäåëåííîãî ïîêîîðäèíàòíîãî ñïóñêà íå áûë ðåàëèçîâàí ïîëíîñòüþ íà Map/Reduce,

òàê êàê äàííàÿ ìîäåëü âû÷èñëåíèé ïëîõî ïîäõîäèò äëÿ èòåðàòèâíûõ àëãîðèòìîâ ìàøèí-

íîãî îáó÷åíèÿ [62, 18]. Èñïîëüçîâàíèå äðóãèõ ìîäåëåé âû÷èñëåíèé, íàïðèìåð Spark [40],

âûãëÿäèò ïåðñïåêòèâíî. Ñàì ìåòîä d-GLMNET ðåàëèçîâàí â ïðîãðàììå dlr2, êîòîðàÿ çà-

ïóñêàåòñÿ íà êëàñòåðå Map/Reduce â ðåæèìå ñòðèììèíãà, ÷èòàÿ îáó÷àþùóþ âûáîðêó èç

HDFS. Ïðîöåññû ïðîãðàììû dlr, çàïóùåííûå íà ðàçíûõ ìàøèíàõ, ñèíõðîíèçèðóþòñÿ ñ

ïîìîùüþ ïðîöåäóðû MPI_AllReduce. Òàêàÿ êîìáèíàöèÿ óäîáíà íà ïðàêòèêå, ò.ê. êëà-

ñòåðû Map/Reduce øèðîêî ðàñïðîñòðàíåíû â êîìïàíèÿõ è èñïîëüçóþòñÿ äëÿ õðàíåíèÿ è

îáðàáîòêè áîëüøèõ îáúåìîâ äàííûì. Â òîæå âðåìÿ, îáìåí äàííûìè ïî ñòàíäàðòó MPI

ñóùåñòâåííî óñêîðÿåò ïðîãðàììó, âåäü, êàê áûëî ñêàçàíî âûøå, ìîäåëü Map/Reduce ïëî-

õî ïðèñïîñîáëåíà äëÿ ðåàëèçàöèè èòåðàòèâíûõ àëãîðèòìîâ ìàøèííîãî îáó÷åíèÿ. Íåäî-

ñòàòêîì äàííîé êîìáèíèðîâàííîé ìîäåëè ÿâëÿåòñÿ ñíèæåíèå îòêàçîóñòîé÷èâîñòè. Îòêàç

îäíîé èç ìàøèí ïðèâîäèò ê ïîòåðè ñîñòîÿíèÿ àëãîðèòìà íåâîçìîæíîñòè äàëüíåéøåãî

îáìåíà äàííûìè ñ ïîìîùüþ MPI_AllReduce.

Äëÿ àëãîðèòìîâ ïîêîîðäèíàòíîãî ñïóñêà íåîáõîäèìî õðàíèòü îáó÷àþùóþ âûáîðêó â

ôîðìàòå èíâåðòèðîâàííîãî èíäåêñà. Â äàííîì ôîðìàòå äëÿ êàæäîé ïåðåìåííîé βj õðà-

íèòñÿ ñïèñîê ïàð Lj = {(i, xij) | xij 6= 0} â ïîðÿäêå âîçðàñòàíèÿ i. Òàêèì îáðàçîì, ýëåìåíòû

ìàòðèöû X, îòíîñÿùèåñÿ ê îäíîé ïåðåìåííîé ñãðóïïèðîâàíû âìåñòå. Ôîðìàò èíâåðòèðî-

âàííîãî èíäåêñà îñîáåííî ýôôåêòèâåí äëÿ õðàíåíèÿ ðàçðåæåííûõ âûáîðîê.

Îäíàêî íà ïðàêòèêå áîëüøàÿ ÷àñòü âûáîðîê õðàíèòñÿ â ôîðìàòå �ïî ïðèìåðàì�, â

êîòîðîì ñãðóïïèðîâàíû âìåñòå ýëåìåíòû ìàòðèöû X, îòíîñÿùèåñÿ ê îäíîìó îáó÷àþùå-

ìó ïðèìåðó. Ïðåîáðàçîâàíèå èç ôîðìàòà �ïî ïðèìåðàì�, â ôîðìàò �ïî ïåðåìåííûì�, äëÿ

áîëüøèõ âûáîðîê - íåïðîñòàÿ âû÷èñëèòåëüíàÿ çàäà÷à.

Äàííàÿ çàäà÷à ìîæåò áûòü ýôôåêòèâíî ðåøåíà íà êëàñòåðå Map/Reduce. Ïñåâäîêîä

2https://github.com/IlyaTrofimov/dlr
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ïðèâåäåí â Àëãîðèòìå 14, â êîòîðîì ñðàçó ïîñëå ïðåîáðàçîâàíèÿ îáó÷àþùåé âûáîðêè â

ôîðìàò �ïî ïåðåìåííûì�, çàïóñêàåòñÿ ïðîãðàììà dlr è âûïîëíÿåòñÿ îáó÷åíèå.

Àëãîðèòì 14: Ïðåîáðàçîâàíèå âûáîðêè â ôîðìàò �ïî ïðèìåðàì� è âûïîëíåíèå

îáó÷åíèÿ íà êëàñòåðå Map/Reduce

Âõîä : Îáó÷àþùàÿ âûáîðêà {xi, yi}ni=1

1 map: (key = i, value = (xi, yi)) → list(key = j, value = xij),

2 (äëÿ âñåõ i, j òàêèõ, ÷òî xij 6= 0)

3 reduce: (key = j, list(value = xij)) → Ïðîãðàììà dlr

4 Âûïîëíèòü îáó÷åíèå ñ ïîìîùüþ ïðîãðàììû dlr, íàéòè âåêòîð β

5 Çàïèñàòü β â HDFS

Ñíà÷àëà îïåðàöèÿ map ðàçäåëÿåò îáó÷àþùèå ïðèìåðû ïî êîýôôèöèåíòàì îòäåëüíûõ

ïåðåìåííûõ, ïîñëå ýòîãî øàãà îáùåå ÷èñëî çàïèñåé áóäåò ðàâíî nnz. Ìåæäó map è reduce

ïðîèñõîäèò ãðóïïèðîâêà çàïèñåé ñ îäíèì êëþ÷îì, ò.å. îòâå÷àþùèõ îäíîìó βj. Hadoop

çàïóñêàåò íåñêîëüêî çàäà÷ reduce, êàæäàÿ èç êîòîðûõ ïîëó÷àåò íà îáðàáîòêó ïîäìíîæå-

ñòâî çàïèñåé (key = j, list(value = xij)), âûáèðàåìûõ ñëó÷àéíî ïî õåøó îò êëþ÷à. Òàêèì

îáðàçîì, ïðèçíàêè ðàçäåëÿþòñÿ ñëó÷àéíî ìåæäó ìàøèíàìè, ÷òî ïîëåçíî äëÿ ÷èñëåííîé

îïòèìèçàöèè. Îïåðàöèÿ reduce âûïîëíÿåòñÿ ïî òåõíîëîãèè ñòðèììèíãà3, âûçûâàÿ ïðî-

ãðàììó dlr.

Îïåðàöèÿ reduce ïîëó÷àåò íà âõîä ïîäìíîæåñòâî çàïèñåé (key = j, list(value = xij)),

ò.å. ÷àñòü îáó÷àþùåé âûáîðêè, îòâå÷àþùåé íåêîòîðîìó ïîäìíîæåñòâó ïðèçíàêîâ Sm. Îáî-

çíà÷èì äàííóþ ÷àñòü îáó÷àþùåé âûáîðêè ÷åðåç Xm

Xm = {Lj | j ∈ Sm}, Lj = {(i, xij) | xij 6= 0}

Ïîñëå ïîëó÷åíèÿ äàííûõ, ïðîãðàììà dlr ïðåîáðàçóåò èõ â áèíàðíûé ôîðìàò (òàáëèöà

1) è ñîõðàíÿåò â ôàéë. Ñïåöèàëüíûé ôîðìàò ôàéëà äëÿ îáó÷àþùåé âûáîðêè ïîçâîëÿåò

÷èòàòü åãî òîëüêî ïîñëåäîâàòåëüíî ïðè âûïîëíåíèè øàãîâ ïî ïåðåìåííûì.

Òàáëèöà 1: Ôîðìàò áèíàðíîãî ôàéëà äëÿ Xm

feature_id (example_id, value) (example_id, value) ... feature_id (example_id, value) ...

3http://hadoop.apache.org/docs/r1.2.1/streaming.html
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Àëãîðèòì 15: Ðàñïðåäåëåííûé ïîêîîðäèíàòíûé ñïóñê

Âõîä : Îáó÷àþùàÿ âûáîðêà, λ1, λ2, ðàçáèåíèå ïðèçíàêîâ S
1, . . . , SM

1 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

2 Âûïîëíèòü ïàðàëëåëüíî íà M ìàøèíàõ:

3 Ïðî÷èòàòü ïîñëåäîâàòåëüíî ÷àñòü îáó÷àþùåé âûáîðêè Xm

4 Âû÷èñëèòü ∆βm è Xm∆βm äëÿ âåñîâ èç Pm ⊆ Sm

5 Ñóììèðîâàòü âåêòîðà Xm∆βm ñ ïîìîùüþ MPI_AllReduce:

6 X∆β ←
∑M

m=1X
m∆βm

7 Âû÷èñëèòü ðàçìåð øàãà α èñïîëüçóÿ ëèíåéíûé ïîèñê (Àëãîðèòì 12)

8 βm ← βm + α∆βm

9 Xβ ← Xβ + αX∆β

Âîçâðàò: β

3.6 Àëãîðèòì ïðîãðàììû dlr

Àëãîðèòì 15 îïèñûâàåò ýôôåêòèâíóþ ðåàëèçàöèþ ðàñïðåäåëåííîãî ïîêîîðäèíàòíîãî

ñïóñêà â ïðîãðàììå dlr. Ìàøèíà ñ èíäåêñîì m õðàíèò ÷àñòü Xm îáó÷àþùåé âûáîðêè,

îòâå÷àþùåé ïîäìíîæåñòâó âåñîâ Sm. Áóäåì èñïîëüçîâàòü îáîçíà÷åíèå

β = ((β1)T , . . . , (βM)T )T

Àëãîðèòì 15 îáëàäàåò ñëåäóþùèìè îñîáåííîñòÿìè:

1. Âåêòîð âåñîâ β õðàíèòñÿ ðàñïðåäåëåííî íà âñåõ M ìàøèíàõ; ìàøèíà ñ èíäåêñîì m

õðàíèò βm.

2. Ïðîãðàììà õðàíèò â îïåðàòèâíîé ïàìÿòè òîëüêî âåêòîðà y, Xβ 4, X∆β, βm, ∆βm.

Ðàçìåð çàíèìàåìîé îïåðàòèâíîé ïàìÿòè íà ìàøèíå m ðàâåí 3n+ 2|Sm|.

3. Ïðîãðàììà ñèíõðîíèçèðóåò âåêòîð Xβ ìåæäó âñåìè ìàøèíàìè ïîñëå êàæäîé èòå-

ðàöèè. Ñèíõðîíèçàöèÿ âûïîëíÿåòñÿ ñ ïîìîùüþ ñóììèðîâàíèÿ Xm∆βm íà øàãå 6.

Îáùèé îáúåì ïåðåäàâàåìûõ äàííûõ ðàâåí Mn. Îãðàíè÷åíèå ñâåðõó íà âðåìÿ ïåðå-

äà÷è íà êàæäîé èòåðàöèè - O(n lnM). Ëîãàðèôì âîçíèêàåò èç-çà òîãî, ÷òî âî âðåìÿ

ïðîöåäóðû MPI_AllReduce ìàøèíû îáìåíèâàþòñÿ äàííûìè ïî ñòðóêòóðå áèíàðíîãî

äåðåâà.

4Äëÿ ÷àñòíîãî ñëó÷àÿ ëîãèñòè÷åñêîé ðåãðåññèè ìîæíî õðàíèòü âåêòîð exp(Xβ) âìåñòî Xβ äëÿ óñêî-

ðåíèÿ âû÷èñëåíèé.
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4. Íà êàæäîé èòåðàöèè îáíîâëÿåòñÿ ïîäìíîæåñòâî âåñîâ Pm ⊆ Sm. Â ðàçäåëå 3.7 îïè-

ñûâàþòñÿ äâå âîçìîæíûå ñòðàòåãèè âûáîðà ïîäìíîæåñòâ Pm.

5. Íà øàãå 4 ìîãóò áûòü âûïîëíåíû ðàçëè÷íûå âàðèàíòû ïîêîîðäèíàòíûõ îáíîâëåíèé.

Âàðèàíò, èñïîëüçóåìûé â d-GLMNET îïèñàí â ðàçäåëå 3.1. Âû÷èñëåíèÿ âûïîëíÿþòñÿ

çà îäèí ïðîõîä ïî ÷àñòè îáó÷àþùåé âûáîðêè Xm è èìåþò ñëîæíîñòü O(nnz), ÷òî

õîðîøî ïîäõîäèò äëÿ áîëüøèõ ðàçðåæåííûõ âûáîðîê.

6. Ïðîãðàììà dlr ÷èòàåò îáó÷àþùóþ âûáîðêó ïîñëåäîâàòåëüíî ñ äèñêà, à íå èç îïåðà-

òèâíîé ïàìÿòè. Ýòî ìåäëåííåå â ñëó÷àå íåáîëüøèõ âûáîðîê, íî äåëàåò ïðîãðàììó áî-

ëåå ìàñøòàáèðóåìîé. Òàêæå ýòî ñîîòâåòñòâóåò òèïè÷íîìó èñïîëüçîâàíèþMap/Reduce

êëàñòåðîâ: áîëüøèå äèñêè, ìíîãî çàäà÷ çàïóñêàåòñÿ ïàðàëëåëüíî ðàçíûìè ïîëüçîâà-

òåëÿìè. Êàæäàÿ çàäà÷à ìîæåò îáðàáàòûâàòü áîëüøîé îáúåì äàííûõ, íî îíà çàíè-

ìàåò íåáîëüøîé îáúåì îïåðàòèâíîé ïàìÿòè.

7. Âûïîëíåíèå ëèíåéíîãî ïîèñêà íà øàãå 7 òðåáóåò íàõîæäåíèÿ α òàêîãî, ÷òî

f(β)
def
= L(β) +R(β)

f(β + α∆β) ≤ f(β) + ασD

D = ∇L(β)T∆β +R(β + ∆β)−R(β)

Ïðåäïîëàãàåì, ÷òî ðåãóëÿðèçàòîð R(·) - áëî÷íî-ñåïàðàáåëüíûé, íàïðèìåð, L1, L2,

group lasso, SCAD, è ò.ï.

(a) Åñëè ðåãóëÿðèçàòîð R(·) - ñåïàðàáåëüíûé, òî âåëè÷èíà D 5 òàêæå ñåïàðàáåëüíà

D =
M∑
m=1

{
∇L(βm)T∆βm +R(βm + ∆βm)−R(βm)

}
Åå êîìïîíåíòû ìîãóò áûòü âû÷èñëåíû íåçàâèñèìî íà âñåõ ìàøèíàõ, à ïîòîì

ñëîæåíû ñ ïîìîùüþ MPI_AllReduce.

(b) Íåîáõîäèìî âû÷èñëÿòü ëîã-ïðàâäîïîäîáèå L(β+α∆β) è ðåãóëÿðèçàòîðR(β + α∆β)

äëÿ ïðîèçâîëüíîãî α ∈ (0, 1]. Òàê êàê âåêòîðà Xβ ñèíõðîíèçèðîâàí ìåæäó ìà-

øèíàìè, òî ëîã-ïðàâäîïîäîáèå ìîæåò áûòü âû÷èñëåíî íà êàæäîé ìàøèíå

L(β + α∆β) =
n∑
i=1

`(yi,β
Txi + α∆βTxi)

5Ñëàãàåìîãî ñ Ãåññèàíîì íåò, ò.ê. èñïîëüçóåòñÿ âàðèàíò ëèíåéíîãî ïîèñêà â êîòîðîì γ = 0
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Ðèñ. 4: Bulk Synchronous Parallel

Êàæäàÿ ìàøèíà âû÷èñëÿåò ÷àñòü ðåãóëÿðèçàòîðà R(βm) íåçàâèñèìî, ïîñëå ÷åãî

îíè ñóììèðóþòñÿ ñ ïîìîùüþ MPI_AllReduce 6.

8. Â Àëãîðèòìå 14 è ïðîãðàììå dlr èñïîëüçóåòñÿ ñòèëü ïðîãðàììèðîâàíèÿ Single Program

Multiple Data (SPMD), ò.å. âñå ìàøèíû âûïîëíÿþò îäèíàêîâûé êîä è ñðåäè íèõ íåò

âûäåëåííîãî ìàñòåðà. Íåêîòîðûå îïåðàöèè, íàïðèìåð ëèíåéíûé ïîèñê íà øàãå 7

èçáûòî÷íî âûïîëíÿþòñÿ íà âñåõ ìàøèíàõ.

3.7 Àñèíõðîííàÿ áàëàíñèðîâêà íàãðóçêè

Â ïðîãðàììå dlr ïîääåðæèâàåòñÿ äâà âàðèàíòà âûáîðà ïîäìíîæåñòâà ïðèçíàêîâ Pm.

Ïåðâûé âàðèàíò - âñåãäà áðàòü Pm = Sm. Â ýòîì ñëó÷àå êàæäàÿ ìàøèíà äîëæíà âûïîë-

íèòü ôèêñèðîâàííûé îáúåì âû÷èñëåíèé, ïîñëå ýòîãî íà øàãå 6 ìàøèíû îáìåíèâàþòñÿ

äàííûìè è ñèíõðîíèçèðóþòñÿ. Òàêîé àëãîðèòì ðàáîòû ÿâëÿåòñÿ ÷àñòíûì ñëó÷àåì ìîäå-

ëè âû÷èñëåíèé Bulk Synchronous Parallel (BSP) [85], êîòîðàÿ ïðèìåíèìà äëÿ èòåðàòèâíûõ

àëãîðèòìîâ. Â ìîäåëè BSP êàæäàÿ èòåðàöèÿ ñîñòîèò èç òðåõ ôàç (ñì. ðèñ. 4).

Íà ïåðâîé ôàçå ïðîöåññîðû ïîëó÷àþò íà âõîä îáùèå äàííûå îò ïðåäûäóùåé èòåðàöèè

è ïðîèçâîäÿò íåîáõîäèìûå âû÷èñëåíèÿ. Âî âòîðîé ôàçå ïðîöåññîðû îáìåíèâàþòñÿ äàí-

íûìè ìåæäó ñîáîé, âû÷èñëÿÿ êîíå÷íûé ðåçóëüòàò èòåðàöèè. Íàêîíåö, íà òðåòüåé ôàçå

ïðîèñõîäèò ñèíõðîíèçàöèÿ, ò.å. îæèäàíèå òîãî, ÷òîáû âñå ïðîöåññîðû çàâåðøèëè íåîáõî-

äèìûå âû÷èñëåíèÿ.

Ìîäåëü BSP óäîáíà äëÿ ïðîãðàììèðîâàíèÿ, íî åå ðåàëèçàöèÿ áóäåò ìåäëåííî ðàáîòàòü

íà ïðàêòèêå, åñëè îäèí èç ïðîöåññîðîâ âûïîëíÿåò ñâîé áëîê çàäà÷ ñóùåñòâåííî ìåäëåí-

6Èñïîëüçóåòñÿ ðåàëèçàöèÿ èç ïðîåêòà Vowpal Wabbit

https://github.com/JohnLangford/vowpal_wabbit
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íåå, ÷åì îñòàëüíûå. Âðåìÿ âûïîëíåíèÿ îäíîé èòåðàöèè îïðåäåëÿåòñÿ ñàìûì ìåäëåííûì

ïðîöåññîðîì èç-çà íåîáõîäèìîñòè ñèíõðîíèçàöèè. Â êîíòåêñòå ðàñïðåäåëåííûõ âû÷èñëå-

íèé òàêàÿ ñèòóàöèÿ íàçûâàåòñÿ "ïðîáëåìîé îòñòàþùåãî" (straggler problem, slow machine

problem) è, ÷åì áîëüøå ïðîöåññîðîâ ðàáîòàåò ïàðàëëåëüíî, òåì ñóùåñòâåííåé ýòà ïðîáëå-

ìà. Çàìåòèì, ÷òî îäèí èç ïðîöåññîðîâ ìîæåò ðàáîòàòü ìåäëåííåå ïî öåëîìó ðÿäó ïðè÷èí:

íåðàâíîìåðíîñòü ðàñïðåäåëåíèÿ îáúåìà âû÷èñëåíèé, ïåðåãðóæåííîñòü äðóãèìè çàäà÷àìè,

áîëåå ìåäëåííîå îáîðóäîâàíèå, îøèáêè íàñòðîéêè îáîðóäîâàíèÿ, è ò.ï.

Ñóùåñòâóþò ðàçíûå ïîäõîäû ê ðåøåíèþ "ïðîáëåìû îòñòàþùåãî". Âî-ïåðâûõ ìîæíî

èñïîëüçîâàòü àñèíõðîííóþ ïåðåäà÷ó äàííûõ ìåæäó ïðîöåññîðàìè [86] èëè ìàøèíàì [84].

Òåõíèêà Stale Synchronous Parallel Parameter Server (SSPPS) [24] îáåñïå÷èâàåò ÷àñòè÷íóþ

àñèíõðîííîñòü, ïîçâîëÿÿ ñàìîé ìåäëåííîé ìàøèíå îòñòàâàòü îò ñàìîé áûñòðîé íå áîëåå

÷åì íà ôèêñèðîâàííîå ÷èñëî èòåðàöèé. Àðõèòåêòóðà äëÿ ðàñïðåäåëåííûõ âû÷èñëåíèé

Fugue [87] ïîçâîëÿåò ìàøèíàì ïðîâîäèòü áîëåå òî÷íóþ îïòèìèçàöèþ, îæèäàÿ ìåäëåííóþ

ìàøèíó. Ìåòîä Y!LDA [47] äëÿ îáó÷åíèÿ òåìàòè÷åñêèõ ìîäåëåé íà áîëüøèõ âûáîðêàõ

ïîääåðæèâàåò ãëîáàëüíîå ñîñòîÿíèå â ñåðâåðå ïàðàìåòðîâ, à êàæäàÿ ìàøèíà îáíîâëÿåò

åãî àñèíõðîííî.

Â ðåàëèçàöèÿõ ìîäåëè Map/Reduce èíîãäà èñïîëüçóåòñÿ òåõíèêà ñïåêóëÿòèâíîãî âû-

ïîëíåíèÿ [57]. Êîãäà áîëüøàÿ ÷àñòü îïåðàöèé map èëè reduce çàâåðøèëèñü, íå çàâåðøèâ-

øèåñÿ îïåðàöèè ïåðåçàïóñêàþòñÿ íà òåõ æå áëîêàõ äàííûõ íà äðóãèõ ìàøèíàõ. Íåñìîòðÿ

íà äîïîëíèòåëüíûå âû÷èñëåíèÿ, òàêàÿ òåõíèêà ÷àñòî óñêîðÿåò âûïîëíåíèå çàäà÷map/reduce

íà ïîëíîì îáúåìå äàííûõ. Òåõíèêà ñïåêóëÿòèâíîãî âûïîëíåíèÿ íå ïðèìåíèìà äëÿ àëãî-

ðèòìîâ, ïîääåðæèâàþùèõ ñîñòîÿíèå. Â àëãîðèòìå d-GLMNET ýòî âåêòîðà Xβ,βm.

Âðåìÿ, êîòîðàÿ ìàøèíà çàòðà÷èâàåò íà îäíó èòåðàöèþ, âî-ïåðâûõ ñèëüíî çàâèñèò îò

ðàçìåðà Xm, âî-âòîðûõ - îò çàãðóæåííîñòè ìàøèíû äðóãèì çàäà÷àìè. Ïðè ïðàêòè÷åñêîì

èñïîëüçîâàíèè ïðîãðàììû dlr áûëî îáíàðóæåíî, ÷òî ñàìûå ìåäëåííûå ìàøèíû - äàëåêî

íå âñåãäà îòâå÷àþò çà ñàìóþ áîëüøóþ ÷àñòü Xm.

Äëÿ ðåøåíèÿ ýòîé ïðîáëåìû áûë ðàçðàáîòàí àëãîðèòì àñèíõðîííîé áàëàíñèðîâêè íà-

ãðóçêè - Asynchronous Load Balancing (ALB). Â ðàìêàõ ýòîãî àëãîðèòìà ïîäìíîæåñòâî

Pm âûáèðàåòñÿ àäàïòèâíî. Â ïðîãðàììå åñòü äîïîëíèòåëüíûé ïîòîê (thread), êîòîðûé

ïðîâåðÿåò, ñêîëüêî ìàøèí óæå âûïîëíèëè îáíîâëåíèÿ ïî âñåì ïåðåìåííûì èç Sm (Àëãî-

ðèòì 15, øàã 4). Åñëè äîëÿ òàêèõ ìàøèí áîëüøå, ÷åì κM , ãäå 0 < κ < 1, òî âñå ìàøèíû

ïðåðûâàþò ïðîöåññ îïòèìèçàöèè è ïåðåõîäÿò ê øàãó ñèíõðîíèçàöèè (Àëãîðèòì 15, øàã

6).

Îáíîâëåíèå âåñîâ èç Sm âûïîëíÿþòñÿ öèêëè÷åñêè, ïîýòîìó íà ñëåäóþùåé èòåðàöèè
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ìàøèíà ïðîäîëæèò âûïîëíÿòü øàãè ïî ïåðåìåííûì, íà÷èíàÿ ñî ñëåäóþùåé èç Sm. Òàêèì

îáðàçîì, áûñòðûå ìàøèíû ìîãóò ñäåëàòü áîëüøå îäíîãî öèêëà ïî ïåðåìåííûì èõ Sm, ò.å.

îáíîâèòü îäèí âåñ íåñêîëüêî ðàç. Â ÷èñëåííûõ ýêñïåðèìåíòàõ èñïîëüçîâàëñÿ ïàðàìåòð

κ = 0.75.

Áóäåì íàçûâàòü ìîäèôèêàöèþ ìåòîäà d-GLMNET ñ àñèíõðîííîé áàëàíñèðîâêîé íàãðóç-

êè - d-GLMNET-ALB. Ïîòåíöèàëüíûì íåäîñòàòêîì ìåòîäà ÿâëÿåòñÿ òî, ÷òî î÷åíü ìåäëåííàÿ

ìàøèíà ìîæåò íå ïðîèçâåñòè îáíîâëåíèÿ âñåõ ïåðåìåííûõ, çà êîòîðûå îíà îòâå÷àåò, äà-

æå ïîñëå áîëüøîãî ÷èñëà èòåðàöèé. Âïðî÷åì, òàêàÿ êðàéíÿÿ ñèòóàöèÿ íå âñòðå÷àëàñü â

÷èñëåííûõ ýêñïåðèìåíòàõ.

Ìåòîä d-GLMNET-ALB îáëàäàåò ãëîáàëüíîé ñõîäèìîñòüþ, ïðè óñëîâèè, ÷òî P 1, . . . , PM

ïîêðûâàþò {1, . . . , p} êàæäûå T èòåðàöèé. Äàííîå óñëîâèå âûïîëíÿåòñÿ íà ïðàêòèêå.

Îäíàêî ëèíåéíàÿ ñêîðîñòü ñõîäèìîñòè íå ìîæåò áûòü äîêàçàíà, ò.ê. ïîðÿäîê îáíîâëå-

íèå ïåðåìåííûõ P 1, . . . , PM - íåäåòåðìèíèðîâàííûé, è íå ñîîòâåòñòâóåò îãðàíè÷åííîìó

ïðàâèëó Ãàóññà-Çåéäåëÿ [35].

Àëãîðèòì 16: Àñèíõðîííàÿ áàëàíñèðîâêà íàãðóçêè äëÿ ïîêîîðäèíàòíîãî ñïóñêà

Âõîä : îáó÷àþùàÿ âûáîðêà, ðàçáèåíèå ïðèçíàêîâ S1, . . . , Sm, 0 < κ < 1

1 j1 ← 0, . . . , jm ← 0

2 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà:

3 Âûïîëíèòü ïàðàëëåëüíî íà M ìàøèíàõ:

4 Çàïóñòèòü ïîòîê 1:

5 dm ← 0

6 Âûïîëíÿòü â öèêëå:

7 im ← Sm[jm]

8 Âû÷èñëèòü øàã ∆βim

9 dm ← dm + 1

10 jm ← (jm + 1) mod |Sm|

11 Çàïóñòèòü àñèíõðîííî ïîòîê 2:

12 Îæèäàòü 100 ìñ

13 Åñëè dm ≥ |Sm| íà áîëåå ÷åì κM ìàøèíàõ, òî ïðåðâàòü ïîòîê 1.

14 β ← β + α∆β

Âîçâðàò: β

Íà ðèñ. 5 ïðèâåäåíà ãèñòîãðàììà ñðåäíåãî âðåìåíè îäíîé èòåðàöèè äëÿ âûáîðêè yandex_ad

ïðè ïàðàëëåëüíîì îáó÷åíèè íà 64 ìàøèíàõ. Íåñìîòðÿ íà òî, ÷òî áîëüøàÿ ÷àñòü ìàøèí
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âûïîëíÿåò èòåðàöèþ çà ïðèìåðíî îäèíàêîâîå âðåìÿ, íåêîòîðûå ìàøèíû áîëåå ìåäëåííûå,

à îäíà - ñóùåñòâåííî. Íà ðèñ. 6 ïîêàçàíà àíàëîãè÷íàÿ ãèñòîãðàììà äëÿ ïðîãðàììû dlr ñ

ALB. Âèäíî, ÷òî â ãèñòîãðàììå íåò âûáðîñîâ (ñóùåñòâåííî îòñòàþùèõ ìàøèí).

Ðèñ. 7 ïîêàçûâàåò ãèñòîãðàììó êîëè÷åñòâà öèêëîâ ïî ïîäìíîæåñòâàì ïåðåìåííûõ Sm,

êîòîðîå áûëî âûïîëíåíî íà ïåðâîé èòåðàöèè Àëãîðèòìà 16. Âèäíî, ÷òî ÷àñòü ìàøèí "îò-

ñòàþùèå âûïîëíèëè ìåíüøå 100%, à äðóãàÿ ÷àñòü - "îïåðåæàþùèå" óñïåëè âûïîëíèòü

öèêë íåñêîëüêî ðàç. Òàêèì îáðàçîì, Àëãîðèòì ALB, ñ îäíîé ñòîðîíû, óñïåøíî ñïðàâëÿåò-

ñÿ ñ ïðîáëåìîé îòñòàþùèõ ìàøèí, ñ äðóãîé ñòîðîíû - ïîçâîëÿåò ïîëíîñòüþ çàäåéñòâîâàòü

ðåñóðñ áûñòðûõ ìàøèí è èçáåãàòü ïðîñòîÿ.
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Ðèñ. 5: Ðàñïðåäåëåíèå âðåìåíè èòåðàöèè àëãîðèòìà d-GLMNET
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Ðèñ. 6: Ðàñïðåäåëåíèå âðåìåíè èòåðàöèè àëãîðèòìà d-GLMNET-ALB
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Ðèñ. 7: Ãèñòîãðàììà âûïîëíåííûõ öèêëîâ îáíîâëåíèÿ âåñîâ, àëãîðèòì d-GLMNET-ALB

68



Òàáëèöà 2: Îöåíêà ñëîæíîñòè ìåòîäîâ

Ìåòîä Ñëîæíîñòü èòåðàöèè Ïåðåäà÷à ïî ñåòè

Îíëàéí îáó÷åíèå

ñ óñå÷åííûì ãðàäèåíòîì O(nnz) O(p)

L-BFGS O(nnz) O(p)

d-GLMNET O(nnz) O(n)

ADMM, sharing O(nnz) O(n)

4 ×èñëåííûå ýêñïåðèìåíòû ñ ìåòîäîì d-GLMNET

4.1 Ñðàâíåíèå ìåòîäîâ

Â õîäå ÷èñëåííûõ ýêñïåðèìåíòàõ ìåòîä d-GLMNET ñðàâíèâàëñÿ ñî ñëåäóþùèìè ìåòîäà-

ìè:

1. Îíëàéí îáó÷åíèå ñ óñå÷åííûì ãðàäèåíòîì (äëÿ L1, L2 ðåãóëÿðèçàöèè)

2. L-BFGS (äëÿ L2 ðåãóëÿðèçàöèè)

3. ADMM, âàðèàíò sharing (äëÿ L1 ðåãóëÿðèçàöèè)

Â òàáëèöå 2 ïðèâåäåíî ñðàâíåíèå ñëîæíîñòè âû÷èñëåíèé èñïîëüçóåìûõ ìåòîäîâ îáó÷å-

íèÿ. Êàæäàÿ èòåðàöèÿ (îäèí ïðîõîä ïî âûáîðêå) çàíèìàåò O(nnz) è õîðîøî ïîäõîäèò

äëÿ áîëüøèõ ðàçðåæåííûõ äàííûõ. Â òîæå âðåìÿ, îáúåì äàííûõ, ïåðåäàâàåìûõ ïî ñåòè

îòëè÷àåòñÿ. Ïðè ðàñïðåäåëåííîì îáó÷åíèè ñ óñå÷åííûì ãðàäèåíòîì è L-BFGS ïî ñåòè ïå-

ðåäàåòñÿ âåêòîð β è âåêòîð âåñîâ w äëÿ âû÷èñëåíèÿ ñðåäíåâçâåøåííîãî β. Â àëãîðèòìå

d-GLMNET âåêòîðà ñêàëÿðíûõ ïðîèçâåäåíèé ∆βTxi, â àëãîðèòìå ADMM ñ òåõíèêîé sharing -

âåêòîð z. Òàêæå, ìåòîäû d-GLMNET è ADMM, îñíîâàííûå íà ðàñïðåäåëåííîì ïîêîîðäèíàò-

íîì ñïóñêå, â ïðèíöèïå íå ïåðåäàþò âåêòîð β ìåæäó ìàøèíàìè, ÷òî óäîáíî ïðè áîëüøîé

ðàçìåðíîñòè β.

4.2 Èñïîëüçîâàííûå íàáîðû äàííûõ

Â äàííîì ðàçäåëå îïèñàíû ÷èñëåííûå ýêñïåðèìåíòû, âûïîëíåííûå ñ ìåòîäîì d-GLMNET

äëÿ âàæíîãî íà ïðàêòèêå ÷àñòíîãî ñëó÷àÿ: ðåøåíèå çàäà÷è áèíàðíîé êëàññèôèêàöèè ñ ïî-

ìîùüþ ëîãèñòè÷åñêîé ðåãðåññèè ñ L1 èëè L2 ðåãóëÿðèçàöèåé. Äëÿ ÷èñëåííûõ ýêñïåðèìåí-

òîâ èñïîëüçîâàëèñü äàòàñåòû, ïðèâåäåííûå â òàáëèöå 3. Äàòàñåòû epsilon, webspam, dna
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Òàáëèöà 3: Õàðàêòåðèñòèêè èñïîëüçîâàííûõ äàòàñåòîâ

dataset size #examples (train/validation/test) #features nnz (train) avg nonzeros

epsilon 12 Gb 0.4× 106 / 0.05× 106 / 0.05× 106 2000 8.0× 108 2000

webspam 21 Gb 0.315× 106 / 0.0175× 106 / 0.0175× 106 16.6× 106 1.2× 109 3727

dna 71 Gb 45× 106 / 2.5× 106 / 2.5× 106 800 9.0× 109 200

yandex_ad 56 Gb 57× 106 / 2.35× 106 / 2.35× 106 35× 106 5.7× 109 100

- ïóáëè÷íûå, îíè èñïîëüçîâàëèñü â Pascal Large Scale Learning Challenge 2008 7. Äàòàñåò

yandex_ad2 - íå ïóáëè÷íûé, ñîäåðæèò êîììåð÷åñêèå äàííûå êîìïàíèè ßíäåêñ.

� epsilon - Ñèíòåòè÷åñêèé äàòàñåò. Äëÿ íåãî èñïîëüçîâàëàñü ïðåäîáðàáîòêà è ðàçäå-

ëåíèå íà îáó÷åíèå è òåñò èç

http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html

� webspam - Áèíàðíàÿ êëàññèôèêàöèÿ âåá-ñïàìà (íåêà÷åñòâåííûõ âåá-ñòðàíèö)

http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html

� dna 8 - Çàäà÷à áèíàðíîé êëàññèôèêàöèè ñïëàéñèíãà â ãåíåòèêå. Äëÿ íåãî áûëà

ñäåëàíà òàêàÿ æå ïðåäîáðàáîòêà, êàê è â ñîðåâíîâàíèè Pascal Large Scale Learning

Challenge (ñì. ftp://largescale.ml.tu-berlin.de/largescale/dna/) è ïîñëå ýòîãî

âûïîëíåíî ðàçäåëåíèå íà îáó÷åíèå è òåñò.

� yandex_ad - Ïðåäñêàçàíèå âåðîÿòíîñòè êëèêà ïî ïîèñêîâîé ðåêëàìå ßíäåêñà.

Ýêñïåðèìåíòû âûïîëíÿëèñü íà êëàñòåðå, ñîñòîÿùåì èç ñåðâåðîâ Intel(R) Xeon(R) CPU

E5-2660 2.20GHz, 32 GB RAM, ñîåäèíåííûõ ãèãàáèòíûì Ethernet. Äëÿ âñåõ äàòàñåòîâ

âû÷èñëåíèÿ ïðîâîäèëèñü íà 16 ñåðâåðàõ, íà êàæäîì ñåðâåðå çàïóñêàëñÿ îäèí ýêçåìïëÿð

ñðàâíèâàåìîé ïðîãðàììû.

4.3 Àäàïòèâíîå èçìåíåíèå ïàðàìåòðà µ

Àäàïòèâíîå èçìåíåíèå ïàðàìåòðà µ â àëãîðèòìå d-GLMNET ïðåäíàçíà÷åíî äëÿ îáåñïå÷å-

íèÿ ðàçðåæåííîñòè ðåøåíèÿ (ñì. ðàçäåë 3.2). Äëÿ èëëþñòðàöèè ýôôåêòèâíîñòè äàííîãî

7http://largescale.ml.tu-berlin.de/
8Ïî òåõíè÷åñêèì ïðè÷èíàì ýòîò èíòåðåñíûé äàòàñåò èñïîëüçîâàëñÿ òîëüêî â îäíîì ÷èñëåííîì ýêñïå-

ðèìåíòå
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Òàáëèöà 4: Ïàðàìåòðû àëãîðèòìîâ

Äàòàñåò λ1 Vowpal Wabbit ADMM Q∗

η p ρ

epsilon 2 0.5 0.5 0.25 1.05959× 105

webspam 1 / 64 0.1 0.5 0.0625 2.00582× 103

yandex_ad 2 0.5 0.5 1 1.69864× 107

ïîäõîäà áûëî ïðîâåäåíî îáó÷åíèå ëîãèñòè÷åñêîé ðåãðåññèè ñ L1 ðåãóëÿðèçàöèåé íà äà-

òàñåòå yandex_ad, ïîñòðîåíû ãðàôèêè çàâèñèìîñòè ñóáîïòèìàëüíîñòè öåëåâîé ôóíêöèè,

êà÷åñòâà íà òåñòå, à òàêæå ðàçðåæåííîñòè ðåøåíèÿ îò âðåìåíè - ðèñ. 8. Ãðàôèêè ïîêà-

çûâàþò, ÷òî àäàïòèâíîå èçìåíåíèå µ íåìíîãî óñêîðÿåò ñõîäèìîñòü àëãîðèòìà è ñêîðîñòü

äîñòèæåíèÿ êà÷åñòâà íà òåñòå, íî, â òîæå âðåìÿ, ðàçðåæåííîñòü ðåøåíèÿ ñòàíîâèòñÿ ñó-

ùåñòâåííî ëó÷øå.

Âî âñåõ äàëüíåéøèõ ýêñïåðèìåíòàõ ñ L1 ðåãóëÿðèçàöèåé èñïîëüçîâàëîñü àäàïòèâíîå

èçìåíåíèå µ, à â ýêñïåðèìåíòàõ ñ L2 ðåãóëÿðèçàöèåé - ïîñòîÿííîå µ = 1 (ò.ê. ðàçðåæåí-

íîñòü ðåøåíèÿ íå îáÿçàòåëüíà).

4.4 Ýêñïåðèìåíòû ñ L1 ðåãóëÿðèçàöèåé

Â ÷èñëåííûõ ýêñïåðèìåíòàõ ñðàâíèâàëîñü òðè ìåòîäà äëÿ ðåøåíèÿ çàäà÷è ëîãèñòè÷å-

ñêîé ðåãðåññèè ñ L1 ðåãóëÿðèçàöèåé:

1. Ìåòîäû d-GLMNET, à òàêæå âàðèàíò ñ àñèíõðîííîé áàëàíñèðîâêîé íàãðóçêè d-GLMNET-ALB

2. Ðàñïðåäåëåííîå îíëàéí îáó÷åíèå ñ óñå÷åííûì ãðàäèåíòîì (ñì. ðàçäåë 2.2.1)

3. Ðàñïðåäåëåííûé ïîêîîðäèíàòíûé ñïóñê ñ ïîìîùüþ ADMM (ñì. ðàçäåë 2.2.2)

4.4.1 ×èñëåííûé ýêñïåðèìåíò 1

Ýêñïåðèìåíòû ïðîâîäèëèñü ïî ñëåäóþùåé ìåòîäèêå:

1. Ñíà÷àëà äëÿ âñåõ äàòàñåòîâ îïðåäåëÿëñÿ îïòèìàëüíûé ïàðàìåòð ðåãóëÿðèçàöèè λ1,

ìàêñèìèçèðóþùèé êà÷åñòâî íà âàëèäàöèîííîé âûáîðêå.

2. Ïîñëå ýòîãî ïðèáëèæåíî íàõîäèëîñü îïòèìàëüíîå çíà÷åíèå öåëåâîé ôóíêöèè Q∗ (36)

ñ ïîìîùüþ ïðîãðàììû liblinear 9 äëÿ äàòàñåòîâ epsilon è webspam, ïðîãðàììû dlr

9http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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äëÿ îñòàëüíûõ.

Q∗ = min
β

{
n∑
i=1

log(1 + exp(−βTxi)) + λ1‖β‖1

}
. (36)

3. Äëÿ ïðîãðàììû Vowpal Wabbit10 ïðîâîäèëñÿ ïîèñê îïòèìàëüíûõ ãèïåðïàðàìåòðîâ

ñîâìåñòíî â äèàïàçîíàõ η ∈ [0.1, 0.5], p ∈ [0.5, 0.9] è âûïîëíÿëîñü 50 ïðîõîäîâ îíëàéí-

îáó÷åíèÿ. Âûáèðàëàñü êîìáèíàöèÿ ãèïåðïàðàìåòðîâ, êîòîðàÿ îáåñïå÷èâàëà ìèíè-

ìàëüíîå çíà÷åíèå öåëåâîé ôóíêöèè (öåëåâàÿ ôóíêöèÿ âû÷èñëÿëàñü ïîñëå êàæäîãî

ïðîõîäà).

4. Äëÿ àëãîðèòìà ADMM ïåðåáèðàëñÿ ïàðàìåòð ρ ∈ [4−3, . . . , 43]. Äëÿ äàëüíåéøèõ

ýêñïåðèìåíòîâ èñïîëüçîâàëîñü ρ, ìèíèìèçèðóþùåå öåëåâóþ ôóíêöèþ çà 10 èòåðà-

öèé.

5. Ïðîãðàììíûå ðåàëèçàöèè àëãîðèòìîâ d-GLMNET è ADMM (â ïðîãðàììå dlr), îíëàéí

îáó÷åíèå ñ óñå÷åííûì ãðàäèåíòîì (â ïðîãðàììå Vowpal Wabbit) çàïóñêàëèñü íà êëà-

ñòåðå 9 ðàç. Äëÿ ñðàâíåíèÿ âûáèðàëñÿ çàïóñê ñ ìåäèàííûì âðåìåíåì âûïîëíåíèÿ.

Íàéäåííûå îïòèìàëüíûå ãèïåðïàðàìåòðû àëãîðèòìîâ ïðèâåäåíû â òàáëèöå 4. Çàìå-

òèì, ÷òî àëãîðèòì d-GLMNET íå èìååò ñâîáîäíûõ ãèïåðïàðàìåòðîâ (çà èñêëþ÷åíèåì ðå-

ãóëÿðèçàöèè), ÷òî óïðîùàåò åãî ïðàêòè÷åñêîå èñïîëüçîâàíèå. Â ïðîöåññå ðàáîòû ñðàâíè-

âàåìûõ àëãîðèòìîâ èçìåðÿëàñü òî÷íîñòü íà òåñòîâîì ìíîæåñòâå (auPRC - ïëîùàäü ïîä

êðèâîé Precision-Recall), çíà÷åíèå öåëåâîé ôóíêöèè â âèäå (Q−Q∗)/Q∗ à òàêæå êîëè÷åñòâî

íåíóëåâûõ êîìïîíåíò (âåñîâ) âåêòîðà β. Ðåçóëüòàòû ïðèâåäåíû íà ðèñ. 9, 10, 11.

4.4.2 Âûâîäû èç ýêñïåðèìåíòà 1

Ðèñ. 9, 10 ïîêàçûâàþò, ÷òî àëãîðèòì d-GLMNET áûñòðåå îïòèìèçèðóåò öåëåâóþ ôóíê-

öèþ è äîñòèãàåò êà÷åñòâà íà òåñòîâîé âûáîðêå íà äàòàñåòàõ webspam, yandex_ad, ÷åì

îñòàëüíûå àëãîðèòìû. Îòëè÷èòåëüíîé îñîáåííîñòüþ ýòèõ äàòàñåòîâ ÿâëÿåòñÿ áîëüøîå

÷èñëî ïðèçíàêîâ è âûñîêàÿ ðàçðåæåííîñòü. Ìåòîä ADMM, â öåëîì, ïîêàçàë ñåáÿ õîðîøî, è

îí áûë íåìíîãî áûñòðåå, ÷åì d-GLMNET è d-GLMNET-ALB íà äàòàñåòå epsilon. Vowpal Wabbit

äîñòèãàåò òàêîãî æå èëè ìåíüøåãî êà÷åñòâà íà òåñòå, íî ïëîõî îïòèìèçèðóåò öåëåâóþ

ôóíêöèþ. ×èñëåííûå ýêñïåðèìåíòû ñ L1 ðåãóëÿðèçàöèåé ïîêàçûâàþò, ÷òî àñèíõðîííàÿ

áàëàíñèðîâêà íàãðóçêè óñêîðÿåò èëè, êàê ìèíèìóì, íå çàìåäëÿåò àëãîðèòì d-GLMNET

10Ïàðàìåòð ðåãóëÿðèçàöèè λ (36) ñâÿçàí ñ àðãóìåíòîì - -l1 arg ïðîãðàììû Vowpal Wabbit ñîîòíîøåíèåì

arg = λ/n, ãäå n - ýòî ðàçìåð îáó÷àþùåé âûáîðêè
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Ðèñ. 9: L1-ðåãóëÿðèçàöèÿ: ñóáîïòèìàëüíîñòü öåëåâîé ôóíêöèè
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Ðèñ. 10: L1-ðåãóëÿðèçàöèÿ: êà÷åñòâî íà òåñòîâîé âûáîðêå (ïëîùàäü ïîä êðèâîé Precision-

Recall)
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Ðèñ. 11: L1-ðåãóëÿðèçàöèÿ: êîëè÷åñòâî íåíóëåâûõ âåñîâ β

76



Ðèñ. 11 ïîêàçûâàåò çàâèñèìîñòü êîë-âà íåíóëåâûõ âåñîâ îò âðåìåíè. Ðàçðåæåííîñòü

ðåøåíèÿ, ïîëó÷åííîãî d-GLMNET ëó÷øå, ÷åì ó ADMM äëÿ äàòàñåòîâ webspam è yandex_ad

è íåìíîãî õóæå íà epsilon. Ðåøåíèÿ, ïîëó÷åííûå ñ ïîìîùüþ Vowpal Wabbit èëè ÷ðåçìåðíî

ðàçðåæåííûå èëè íå ðàçðåæåííûå ñîâñåì, â ñðàâíåíèè ñ äðóãèìè àëãîðèòìàìè.

4.4.3 ×èñëåííûé ýêñïåðèìåíò 2

Êàê ïîêàçûâàþò ðåçóëüòàòû ýêñïåðèìåíòà 1, àëãîðèòì d-GLMNET-ALB áûñòðåå îïòèìè-

çèðóåò öåëåâóþ ôóíêöèþ ëîãèñòè÷åñêîé ðåãðåññèè ñ L1 ðåãóëÿðèçàöèåé äëÿ ôèêñèðîâàí-

íîãî ïàðàìåòðà ðåãóëÿðèçàöèè λ1, ÷åì àëãîðèòìû ADMM è îíëàéí îáó÷åíèå ñ óñå÷åííûì

ãðàäèåíòîì íà ðàçðåæåííûõ äàòàñåòàõ âûñîêîé ðàçìåðíîñòè. Íî îíëàéí îáó÷åíèå ñ óñå÷åí-

íûì ãðàäèåíòîì èíîãäà íàõîäèò ðåøåíèÿ ñî ñòåïåíüþ ðàçðåæåííîñòè, äîñòàòî÷íî ñèëüíî

îòëè÷àþùåéñÿ îò d-GLMNET-ALB. Ïîýòîìó èìååò ñìûñë ïðîâåñòè ñðàâíåíèå êà÷åñòâà àëãî-

ðèòìîâ äëÿ âñåãî ïóòè ðåãóëÿðèçàöèè.

Èñïîëüçîâàëàñü ñëåäóþùàÿ ñõåìà ýêñïåðèìåíòà:

1. Ñ ïîìîùüþ d-GLMNET-ALB âû÷èñëÿëñÿ ïóòü ðåãóëÿðèçàöèè äëÿ 20 çíà÷åíèé λ1 ñ

ïîìîùüþ Àëãîðèòìà 3. Äëÿ êàæäîãî ðåøåíèÿ âû÷èñëÿëîñü êîëè÷åñòâî íåíóëåâûõ

âåñîâ è òî÷íîñòü íà òåñòîâîì ìíîæåñòâå.

2. Äëÿ âñåõ ïîëó÷åííûõ çíà÷åíèé λ ∈ [λmax2
−1, λmax2

−2, ..., λmax2
−20] ïåðåáèðàëèñü ãè-

ïåðïàðàìåòðû îíëàéí-îáó÷åíèÿ ñîâìåñòíî â äèàïàçîíàõ η ∈ [0.1, 0.5], p ∈ [0.5, 0.9] è

âûïîëíÿëîñü 50 ïðîõîäîâ îíëàéí-îáó÷åíèÿ.

Äëÿ êàæäîé êîìáèíàöèè (η, p, íîìåð ïðîõîäà) âû÷èñëÿëîñü êîëè÷åñòâî íåíóëåâûõ

âåñîâ è òî÷íîñòü íà òåñòîâîì ìíîæåñòâå.

Ðåçóëüòàòû ïîêàçàíû íà ðèñ. 12.

4.4.4 Âûâîäû èç ýêñïåðèìåíòà 2

Èç ðèñ. 12 âèäíî, ÷òî äëÿ âñåõ äàòàñåòîâ äëÿ êàæäîé ñòåïåíè ðàçðåæåííîñòè àëãîðèòì

d-GLMNET-ALB îáåñïå÷èâàåò áîëåå âûñîêîå êà÷åñòâî êëàññèôèêàöèè íà òåñòîâîé âûáîðêå.

4.4.5 ×èñëåííûé ýêñïåðèìåíò 3

Óñêîðåíèå îò ðàñïàðàëëåëèâàíèÿ â çàâèñèìîñòè îò êîëè÷åñòâà èñïîëüçóåìûõ ìàøèí

ÿâëÿåòñÿ âàæíîé õàðàêòåðèñòèêîé àëãîðèòìà. Äàííûé ýêñïåðèìåíò áûë ïðîâåäåí äëÿ
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Ðèñ. 12: L1-ðåãóëÿðèçàöèÿ: ïóòü ðåãóëÿðèçàöèè, êà÷åñòâî íà òåñòîâîé âûáîðêå (ïëîùàäü

ïîä êðèâîé Precision-Recall)
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Òàáëèöà 5: Ïàðàìåòðû àëãîðèòìîâ

Äàòàñåò λ2 Q∗

epsilon 0.25 1.04625× 105

webspam 0.25 1.3740× 104

yandex_ad 16 1.6554862× 107

àëãîðèòìà d-GLMNET-ALB. Óñêîðåíèå âû÷èñëÿëîñü ïî âðåìåíè, íåîáõîäèìîìó äëÿ äîñòè-

æåíèÿ çíà÷åíèÿ öåëåâîé ôóíêöèè ≤ 1.025Q∗. Ðåçóëüòàòû ïîêàçàíû íà ðèñ. 13.

4.4.6 Âûâîäû èç ýêñïåðèìåíòà 3

Âèäíî, ÷òî äëÿ êàæäîãî äàòàñåòà ñóùåñòâóåò íåêîòîðûé ïðåäåë äîñòèãàåìîãî óñêîðå-

íèÿ. Ýòî ñâÿçàíî ñ òåì, ÷òî ïðè ðàñïàðàëëåëèâàíèè àëãîðèòìà d-GLMNET-ALB íà âñå áîëü-

øåå ÷èñëî ìàøèí áëî÷íî-äèàãîíàëüíîå ïðèáëèæåíèå Ãåññèàíà ñòàíîâèòñÿ ìåíåå òî÷íûì,

∆βm ñ ðàçíûõ ìàøèí êîíôëèêòóþò âñå ÷àùå è ïîýòîìó ïðèõîäèòñÿ äåëàòü ìàëåíüêèå

øàãè. Òàêæå ïðè óâåëè÷åíèè ÷èñëà ìàøèí ðàñòåò âðåìÿ íà ïåðåäà÷ó äàííûõ.

4.5 Ýêñïåðèìåíòû ñ L2 ðåãóëÿðèçàöèåé

Â ÷èñëåííûõ ýêñïåðèìåíòàõ ñðàâíèâàëîñü äâà ìåòîäà äëÿ ðåøåíèÿ çàäà÷è ëîãèñòè÷å-

ñêîé ðåãðåññèè ñ L2 ðåãóëÿðèçàöèåé:

1. Ìåòîä d-GLMNET, à òàêæå ìîäèôèêàöèÿ ñ àñèíõðîííîé áàëàíñèðîâêîé íàãðóçêè d-GLMNET-ALB.

2. Îíëàéí îáó÷åíèå, êîìáèíèðîâàííîå ñ L-BFGS (ñì. ðàçäåë 1.4.4). Äëÿ îíëàéí îáó÷å-

íèÿ âûïîëíÿëñÿ îäèí ïðîõîä ïî âûáîðêå (k = 1). Èñïîëüçîâàëèñü ðåàëèçàöèè îíëàéí

îáó÷åíèÿ è L-BFGS èç ïðîåêòà Vowpal Wabbit.

4.5.1 ×èñëåííûé ýêñïåðèìåíò 1

Ýêñïåðèìåíòû ïðîâîäèëèñü ïî ñëåäóþùåé ìåòîäèêå:

1. Ñíà÷àëà äëÿ âñåõ äàòàñåòîâ îïðåäåëÿëñÿ îïòèìàëüíûé ïàðàìåòð ðåãóëÿðèçàöèè λ2

ïî âàëèäàöèîííîé âûáîðêå.

2. Ïîñëå ýòîãî ïðèáëèæåííî íàõîäèëîñü îïòèìàëüíîå çíà÷åíèå öåëåâîé ôóíêöèè Q∗

(37) ñ ïîìîùüþ ïðîãðàììû liblinear 11 äëÿ äàòàñåòîâ epsilon è webspam, ïðîãðàììû

11http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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Ðèñ. 13: L1-ðåãóëÿðèçàöèÿ: óñêîðåíèå â çàâèñèìîñòè îò êîëè÷åñòâà ìàøèí. Êðàñíàÿ ëèíèÿ

ïîêàçûâàåò èäåàëüíîå (ëèíåéíîå) óñêîðåíèå.
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dlr äëÿ äàòàñåòà yandex_ad.

Q∗ = min
β

{
n∑
i=1

log(1 + exp(−βTxi)) +
λ2

2
‖β‖2

}
(37)

3. Ïðîãðàììíûå ðåàëèçàöèè àëãîðèòìîâ çàïóñêàëèñü íà êëàñòåðå 9 ðàç. Äëÿ ñðàâíåíèÿ

âûáèðàëñÿ çàïóñê ñ ìåäèàííûì âðåìåíåì âûïîëíåíèÿ.

Íàéäåííûå λ2 è Q
∗ ïðèâåäåíû â òàáëèöå 5. Â ïðîöåññå ðàáîòû ñðàâíèâàåìûõ àëãîðèò-

ìîâ èçìåðÿëàñü òî÷íîñòü íà òåñòîâîé âûáîðêå (auPRC - ïëîùàäü ïîä êðèâîé Precision-

Recall), çíà÷åíèå öåëåâîé ôóíêöèè (Q−Q∗)/Q∗. Ðåçóëüòàòû ïðèâåäåíû íà ðèñ. 14, 15.

4.5.2 Âûâîäû èç ýêñïåðèìåíòà 1

Êàê âèäíî èç ðèñ. 14, 15, ìåòîäû d-GLMNET è d-GLMNET-ALB áûñòðåå îïòèìèçèðóåò

öåëåâóþ ôóíêöèþ è äîñòèãàþò ëó÷øåãî êà÷åñòâà êëàññèôèêàöèè íà äàòàñåòàõ webspam

è yandex_ad. Îòëè÷èòåëüíîé îñîáåííîñòüþ ýòèõ äàòàñåòîâ ÿâëÿåòñÿ áîëüøîå ÷èñëî ïðè-

çíàêîâ è âûñîêàÿ ðàçðåæåííîñòü. Íà äàòàñåòå epsilon ñ îòíîñèòåëüíî íåáîëüøèì ÷èñëîì

ïðèçíàêîâ, êîòîðûé íå ÿâëÿåòñÿ ðàçðåæåííûì, ìåòîäû d-GLMNET è d-GLMNET-ALB ïðîèãðû-

âàþò ñ ñðàâíåíèè ñ îíëàéí îáó÷åíèåì, êîìáèíèðîâàííûì ñ L-BFGS. ×èñëåííûå ýêñïåðè-

ìåíòû ñ L2 ðåãóëÿðèçàöèåé ïîêàçûâàþò, ÷òî àñèíõðîííàÿ áàëàíñèðîâêà íàãðóçêè óñêîðÿåò

èëè, êàê ìèíèìóì, íå çàìåäëÿåò àëãîðèòì d-GLMNET.

4.5.3 ×èñëåííûé ýêñïåðèìåíò 2

Âî âòîðîì ÷èñëåííîì ýêñïåðèìåíòå èçó÷àëîñü óñêîðåíèå àëãîðèòìà d-GLMNET-ALB â

çàâèñèìîñòè îò êîëè÷åñòâà èñïîëüçóåìûõ ìàøèí. Ïðîãðàììíûå ðåàëèçàöèè àëãîðèòìîâ

çàïóñêàëèñü íà 1, 2, 4, ..., 16 ìàøèíàõ íà äàòàñåòàõ webspam è epsilon è íà 1, 2, 4, ..., 64 ìà-

øèíàõ íà äàòàñåòå yandex_ad. Óñêîðåíèå âû÷èñëÿëîñü ïî âðåìåíè, íåîáõîäèìîìó äëÿ äî-

ñòèæåíèÿ çíà÷åíèå öåëåâîé ôóíêöèè ≤ 1.025Q∗.

4.5.4 Âûâîäû èç ÷èñëåííîãî ýêñïåðèìåíòà 2

Êàê ïîêàçûâàþò ðèñ. 16, àëãîðèòì d-GLMNET-ALB óñêîðÿåòñÿ ïðè óâåëè÷åíèå ÷èñëà

ìàøèí, äîñòèãàÿ îïðåäåëåííîãî ëèìèòà. Â öåëîì, ãðàôèêè óñêîðåíèÿ àíàëîãè÷íû ñëó÷àþ

L1 ðåãóëÿðèçàöèè.
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Ðèñ. 14: L2-ðåãóëÿðèçàöèÿ: ñóáîïòèìàëüíîñòü öåëåâîé ôóíêöèè
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Ðèñ. 15: L2-ðåãóëÿðèçàöèÿ: êà÷åñòâî íà òåñòîâîé âûáîðêå (ïëîùàäü ïîä êðèâîé Precision-

Recall)
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Ðèñ. 16: Óñêîðåíèå â çàâèñèìîñòè îò êîëè÷åñòâà ìàøèí. Êðàñíàÿ ëèíèÿ ïîêàçûâàåò èäå-

àëüíîå (ëèíåéíîå) óñêîðåíèå.
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5 Êîìáèíèðîâàíèå ëîãèñòè÷åñêîé ðåãðåññèè è äåðåâüåâ

ðåøåíèé äëÿ ïðåäñêàçàíèÿ âåðîÿòíîñòè êëèêà â ïî-

èñêîâîé ðåêëàìå

Ïðè îïòèìèçàöèè ðàáîòû ïîèñêîâûõ ñèñòåì (ÏÑ) â èíòåðíåòå âîçíèêàåò áîëüøîå ÷èñ-

ëî çàäà÷, äëÿ ðåøåíèÿ êîòîðûõ íóæíî âûïîëíÿòü ìàøèííîå îáó÷åíèÿ íà áîëüøèõ âûáîð-

êàõ.

Îñíîâíàÿ öåëü ïîèñêîâîé ñèñòåìû - ïðåäîñòàâëÿòü îòâåò ïî çàïðîñó ïîëüçîâàòåëÿ,

ñôîðìóëèðîâàííîìó â âèäå êîðîòêîé ôðàçû - ¾çàïðîñà¿. Îñíîâíîé îòâåò ÏÑ - ýòî ññûëêè

íà âåá-ñòðàíèöû, ñîäåðæàùèå èíôîðìàöèþ, óäîâëåòâîðÿþùóþ òåêóùèé èíòåðåñ ïîëüçî-

âàòåëÿ. Òàêèå âåá-ñòðàíèöû íàçûâàþòñÿ ðåëåâàíòíûìè. Ïîñòðîåíèå êà÷åñòâåííîé ïîèñ-

êîâîé ñèñòåìû - ñëîæíàÿ çàäà÷à, òðåáóþùàÿ êàê áîëüøîãî îáúåìà ïðîãðàììíîãî îáåñ-

ïå÷åíèÿ, òàê è ðàçðàáîòêè êà÷åñòâåííûõ ìàòåìàòè÷åñêèõ ìåòîäîâ äëÿ åãî ýôôåêòèâíîé

ðàáîòû. Îñíîâíûå ïîèñêîâûå ñèñòåìû (ßíäåêñ, Google, Bing) â íàñòîÿùèé ìîìåíò âûäàþò

ïî çàïðîñó ïîëüçîâàòåëÿ äâà îñíîâíûõ òèïà îòâåòà: ññûëêè íà ðåëåâàíòíûå âåá-ñòðàíèöû

è ïîèñêîâóþ ðåêëàìó. Ññûëêè íà âåá-ñòðàíèöû, êàê ïðàâèëî, ñîïðîâîæäàþòñÿ íåáîëüøè-

ìè òåêñòîâûìè îïèñàíèÿìè (ñíèïïåòû). Ïîèñêîâàÿ ðåêëàìà òàêæå ÿâëÿåòñÿ òåêñòîâîé.

Ïðèìåð ñòðàíèöû ñ ðåçóëüòàòàìè ïîèñêà ñèñòåìû ßíäåêñ ïðèâåäåí íà ðèñ. 17. Ïîèñêîâàÿ

ñèñòåìà ßíäåêñ ïîêàçûâàåò áîëüøóþ ÷àñòü ðåêëàìíûõ îáúÿâëåíèé ñïðàâà îò ðåçóëüòàòîâ

ïîèñêà, à ÷àñòü îáúÿâëåíèé - íàä ïîèñêîì (ñïåöðàçìåùåíèå).

ÏÑ âûáèðàåò äëÿ ïîêàçà ïîëüçîâàòåëþ íàèáîëåå ðåëåâàíòíûå ññûëêè, ïûòàÿñü îòâå-

òèòü íà åãî èíôîðìàöèîííûé çàïðîñ. Ïîýòîìó ññûëêè ðàíæèðóþòñÿ ïî ïðåäñêàçàííîé

ñ ïîìîùüþ ìàøèííîãî îáó÷åíèÿ ðåëåâàíòíîñòè. Â òîæå âðåìÿ, ïîèñêîâàÿ ðåêëàìà ÿâ-

ëÿåòñÿ îñíîâíûì èñòî÷íèêîì äîõîäîâ ÏÑ. Ïîýòîìó íåîáõîäèìî îòáèðàòü è ðàíæèðîâàòü

ïîèñêîâóþ ðåêëàìó ó÷èòûâàÿ, ñ îäíîé ñòîðîíû, óìåñòíîñòü åå ïîêàçà, à ñ äðóãîé ñòîðîíû

- îæèäàåìóþ ïðèáûëü ÏÑ.

Íàèáîëåå ïîïóëÿðíûé ñïîñîá ìîíåòèçàöèè (ïîëó÷åíèÿ äîõîäà) ïîèñêîâîé ðåêëàìû -

ìîäåëü ¾pay-per-click¿. Â ðàìêàõ ýòîé ìîäåëè ðåêëàìîäàòåëü ïëàòèò â òîì ñëó÷àå, êî-

ãäà ïîëüçîâàòåëü êëèêàåò íà ðåêëàìó è, ñëåäîâàòåëüíî, ïåðåõîäèò ïî ññûëêå íà ñàéò ðå-

êëàìîäàòåëÿ. Ñóùåñòâóþò è äðóãèå ìîäåëè - ¾pay-per-impression¿ (îïëà÷èâàåòñÿ ïîêàç) è

¾pay-per-action¿ (îïëà÷èâàåòñÿ äåéñòâèå, âûïîëíåííîå íà ñàéòå ðåêëàìîäàòåëÿ). Â äàííîé

ðàáîòå ðàññìàòðèâàåòñÿ òîëüêî ìîäåëü ¾pay-per-click¿.

Â ðàìêàõ ìîäåëè ¾pay-per-click¿ äëÿ îðãàíèçàöèè ýôôåêòèâíîé ïðîäàæè ðåêëàìû
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íóæíî óìåòü îöåíèâàòü âåðîÿòíîñòü êëèêà. Äàííóþ âåëè÷èíó îáû÷íî íàçûâàþò CTR

(click-through ratio). Ðåêëàìîäàòåëü ñîîáùàåò ïîèñêîâîé ñèñòåìå ñâîþ ñòàâêó - Bid, ò.å.

ìàêñèìàëüíóþ ïëàòó çà êëèê. Òàêèì îáðàçîì ïðîèçâåäåíèå

CTR×Bid

ìîæíî ðàññìàòðèâàòü êàê îöåíêó ìàòåìàòè÷åñêîãî îæèäàíèÿ ïðèáûëè ÏÑ îò ïîêàçà ðå-

êëàìíîãî îáúÿâëåíèÿ. Ïðåäñêàçàíèå âåðîÿòíîñòè êëèêà ÿâëÿåòñÿ íàèáîëåå âàæíîé ïðî-

áëåìîé â îíëàéí ðåêëàìå, ðåøàåìîé ñ ïîìîùü ìàøèííîãî îáó÷åíèÿ. Àëãîðèòìè÷åñêèå è

ìàòåìàòè÷åñêèå ïðîáëåìû îíëàéí ðåêëàìû ïîäðîáíî îñâåùåíû â [88].

5.1 Àëãîðèòì îòáîðà îáúÿâëåíèé äëÿ ïîêàçà â ÏÑ ßíäåêñ

Îòáîð îáúÿâëåíèé äëÿ ïîêàçà îáúÿâëåíèé ðÿäîì ñ ðåçóëüòàòàìè ïîèñêà ïðîèñõîäèò

ñ ïîìîùüþ ïðîâåäåíèÿ àóêöèîíà ïî êëþ÷åâûì ôðàçàì. Àóêöèîí ïî êëþ÷åâûì ôðàçàì

îïèñàí â [89, 88]: ðåêëàìîäàòåëü âûáèðàåò íåñêîëüêî êëþ÷åâûõ ôðàç, îïèñûâàþùèõ ïðî-

äàâàåìé ïðîäóêò èëè óñëóãó. Êîãäà ïîëüçîâàòåëü ââîäèò çàïðîñ, ÏÑ ñðàâíèâàåò åãî ñî

ñïèñêîì âñåõ êëþ÷åâûõ ôðàç è îòáèðàåò áëèçêèå ïî ñìûñëó. Ñóùåñòâóþò ðàçëè÷íûå ïðà-

âèëà îïðåäåëåíèÿ ¾áëèçîñòè¿: òî÷íîå ñîâïàäåíèå, âêëþ÷åíèå, ñîâïàäåíèå ñ òî÷íîñòüþ äî

ñèíîíèìîâ, è ò.ä. Ðåêëàìîäàòåëü íàñòðàèâàåò ðàçðåøåííûå ìåòîäû îïðåäåëåíèÿ ¾áëèçî-

ñòè¿ ïî ñâîåìó óñìîòðåíèþ. Â ïðîöåññå ñðàâíåíèÿ ñëîâà çàïðîñà è êëþ÷åâîé ôðàçû ïðè-

âîäÿòñÿ ê íîðìàëüíîé ôîðìå (ëåììàòèçèðóþòñÿ). Îñíîâíûì ìåòîäîì ñðàâíåíèÿ çàïðîñà

ñ êëþ÷åâîé ôðàçû â ÏÑ ßíäåêñ ÿâëÿåòñÿ âêëþ÷åíèå êëþ÷åâîé ôðàçû â çàïðîñ. Íàïðè-

ìåð, ïî çàïðîñó [çàêàç ïèööû â ìîñêâå íåäîðîãî] ìîãóò áûòü ïîêàçàíû îáúÿâëåíèÿ ñ

êëþ÷åâûìè ôðàçàìè [çàêàç ïèööû â ìîñêâå] èëè [ïèööà íåäîðîãî].

Îáîçíà÷èì ÷åðåç CTRi ïðåäñêàçàííóþ âåðîÿòíîñòü êëèêà ïî îáúÿâëåíèþ, Bidi - óêà-

çàííóþ ðåêëàìîäàòåëåì ñòàâêó è CPMi
def
= CTRi × Bidi. ÏÑ îòáèðàåò îáúÿâëåíèÿ äëÿ

ïîêàçà ñ ïîìîùüþ Àëãîðèòìà 17.

Òàêèì îáðàçîì, êà÷åñòâî ïðîãíîçà CTRi èãðàåò ðåøàþùóþ ðîëü ïðè îòáîðå îáúÿâëå-

íèé äëÿ ïîêàçà. Âûáîð ïðàâèëüíûõ îáúÿâëåíèé óâåëè÷èâàåò ïðèáûëü ðåêëàìíîé ñèñòåìû

è êà÷åñòâî åå ðàáîòû ñ òî÷êè çðåíèÿ ïîëüçîâàòåëÿ, âåäü îáúÿâëåíèÿ ñ âûñîêîé âåðîÿòíîñòü

êëèêà áîëåå èíòåðåñíû ïîëüçîâàòåëþ. Çàìåòèì, ÷òî ñóììà, êîòîðóþ ðåêëàìîäàòåëü çàïëà-

òèò â ñëó÷àå êëèêà ïî åãî îáúÿâëåíèþ íå ïðåâûøàåò åãî ñòàâêè è îïðåäåëÿåòñÿ ñòàâêàìè

è CTR êîíêóðåíòîâ. Òàêîé àëãîðèòì íàçûâàåòñÿ îáîáùåííûì àóêöèîíîì âòîðîé öåíû

[89]. Ïîðîãè Ti ïîçâîëÿþò íàñòðàèâàòü áàëàíñ ìåæäó àãðåãèðîâàííûìè õàðàêòåðèñòèêà-
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Âõîä : Áàçà âñåõ îáúÿâëåíèé ñ óêàçàííûìè ñòàâêàìè Bidi, ôîðìóëà

âû÷èñëåíèÿ CTR

1 Îòîáðàòü îáúÿâëåíèÿ-êàíäèäàòû íà ïîêàç, â ñîîòâåòñòâèè ñ ïðàâèëàìè

âû÷èñëåíèÿ áëèçîñòè çàïðîñà è êëþ÷åâîé ôðàçû

2 Âû÷èñëèòü äëÿ êàæäîãî îáúÿâëåíèÿ ïðîãíîç âåðîÿòíîñòè êëèêà CTRi

3 Îñòàâèòü òîëüêî îáúÿâëåíèÿ, ó êîòîðûõ CPMi ≥ Ti, ãäå Ti - ýòî ïîðîã, çàâèñÿùèé

êàê îò îáúÿâëåíèÿ, òàê è îò çàïðîñà

4 Ñîðòèðîâàòü îáúÿâëåíèÿ ïî óáûâàíèþ CPMi è îòîáðàòü íå áîëåå 3 îáúÿâëåíèé ñ

ìàêñèìàëüíûì CPMi

5 Ñîðòèðîâàòü îáúÿâëåíèÿ ïî óáûâàíèþ Bidi

6 Âû÷èñëèòü ïëàòåæ ðåêëàìîäàòåëÿ ci êàê íàèìåíüøóþ ñòàâêó, äîñòàòî÷íóþ äëÿ

òîãî, ÷òîáû îí çàíèìàë òó æå ïîçèöèþ ïðè ïîêàçå ïðè îòáîðå äàííûì

àëãîðèòìîì

Âîçâðàò: ñïèñîê îáúÿâëåíèé äëÿ ïîêàçà

ìè ðåêëàìû : ñðåäíèé CTR, ñðåäíÿÿ ñòîèìîñòü êëèêà, ñðåäíÿÿ ðåëåâàíòíîñòü. Ìåòîäèêà

ïîäáîðà ïîðîãîâ Ti îïèñàíà â [90].

5.1.1 Çàäà÷à ïðåäñêàçàíèÿ âåðîÿòíîñòü êëèêà

Ñóùåñòâóåò äâà îñíîâíûõ ïîäõîäà ê ïðåäñêàçàíèþ âåðîÿòíîñòè êëèêà. Ïåðâûé ïîäõîä

- ýòî ïðåäñêàçûâàòü âåðîÿòíîñòü êëèêà äëÿ ïàðû ¾êëþ÷åâàÿ ôðàçà - îáúÿâëåíèå¿. Â äàí-

íîì ïîäõîäå âûáèðàþòñÿ ïàðû ¾êëþ÷åâàÿ ôðàçà - îáúÿâëåíèå¿, ïî êîòîðûì îáúÿâëåíèå

ïîêàçûâàëîñü äîñòàòî÷íîå ÷èñëî ðàç, ÷òîáû ìîæíî áûëî âû÷èñëèòü ýìïèðè÷åñêóþ ÷àñòî-

òó êëèêà. Òàêèå ïàðû ¾êëþ÷åâàÿ ôðàçà - îáúÿâëåíèå¿ ñîñòàâëÿþò îáó÷àþùóþ âûáîðêó.

Äàííûé ïîäõîä èìååò äâà íåäîñòàòêà. Âî-ïåðâûõ, ïðèõîäèòñÿ îáó÷àòüñÿ íà ñìåùåííîé

îáó÷àþùåé âûáîðêå, â êîòîðîé íåò ïàð ¾êëþ÷åâàÿ ôðàçà - îáúÿâëåíèå¿ ñ ìàëûì ÷èñ-

ëîì ïîêàçîâ, õîòÿ îíè ÿâëÿþòñÿ íàèáîëåå èíòåðåñíûìè äëÿ ïðîãíîçà. Âî-âòîðûõ, äàííûé

ïîäõîä íå ïîçâîëÿåò ó÷èòûâàòü âåñü êîíòåêñò ïîêàçà îáúÿâëåíèÿ: èíôîðìàöèþ î ïîëüçî-

âàòåëå è çàïðîñå. Â ðàìêàõ äàííîãî ïîäõîäà ïðåäñêàçàíèå âåðîÿòíîñòè êëèêà âûïîëíÿåòñÿ

ñ ïîìîùüþ ëîãèñòè÷åñêîé ðåãðåññèè [91] èëè äåðåâüåâ ðåøåíèé [92].

Âòîðîé ïîäõîä - ýòî èñïîëüçîâàíèå ¾ñûðûõ äàííûõ¿ íåïîñðåäñòâåííî èç ëîãà ïîêàçîâ

ðåêëàìû. Â ýòîì ñëó÷àå ïåðåìåííàÿ äëÿ ïðåäñêàçàíèÿ - ýòî yi ∈ {0, 1}, ãäå 1 îçíà÷àåò,
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÷òî êëèê áûë, 0 - íå áûëî. Âåêòîð íåçàâèñèìûõ ïåðåìåííûõ xi ñîäåðæèò âñþ äîñòóïíóþ

èíôîðìàöèþ äëÿ ïðîãíîçà: ïàðàìåòðû ïîëüçîâàòåëÿ, çàïðîñà, îáúÿâëåíèÿ, âðåìÿ, è ò.ä. Â

ðàìêàõ ýòîãî ïîäõîäà âåðîÿòíîñòü êëèêà ïðåäñêàçûâàåòñÿ ñ ïîìîùüþ áóñòèíãà ðåøàþùèõ

ïðàâèë [93], ãðàôè÷åñêèõ ìîäåëåé [94, 95], áóñòèíãà ðåøàþùèõ äåðåâüåâ [26], íåéðîñåòåé

[96]. Äàííûé ïîäõîä íå èìååò âûøåóïîìÿíóòûõ íåäîñòàòêîâ, íî îí òðåáóåò îáó÷åíèÿ íà

áîëüøåé âûáîðêå. Â íàñòîÿùåé ðàáîòå èñïîëüçóåòñÿ âòîðîé ïîäõîä ê ïðåäñêàçàíèþ âåðî-

ÿòíîñòè êëèêà.

Äëÿ îáó÷åíèÿ ìîäåëè èñïîëüçîâàëñÿ ëîã ïîêàçîâ ðåêëàìû ÏÑ ßíäåêñ. Ëîã ïîêàçîâ

ðåêëàìû ñîäåðæèò ôàêòû ïîêàçîâ ðåêëàìû ïîëüçîâàòåëÿì ñ îòìåòêàìè áûë êëèê èëè

íåò, à à òàêæå ñ áîëüøèì êîëè÷åñòâîì ïàðàìåòðîâ ïîëüçîâàòåëÿ, çàïðîñà è îáúÿâëåíèÿ.

Òàêèì îáðàçîì, ïàðû (xi, yi) ìîãóò áûòü ïîëó÷åíû èç ëîãà ïîêàçîâ. Êàê óæå áûëî ñêàçàíî

âûøå, yi îïèñûâàåò ôàêò êëèêà, à xi - ýòî âåêòîð èç 54 âåùåñòâåííîçíà÷íûõ ïðèçíàêîâ,

ðàçáèòûõ íà ñëåäóþùèå ãðóïïû:

� Ïàðàìåòðû ïîëüçîâàòåëÿ: îïèñûâàþò ïàòòåðíû ïîâåäåíèÿ ïîëüçîâàòåëÿ è åãî

èíòåðåñû;

� Êîíòåêñò: äàòà è âðåìÿ, íîìåð ñòðàíèöû âûäà÷è ïîèñêîâîé ñèñòåìû;

� Çàïðîñ: âêëþ÷àåò ÷èñëîâûå ôàêòîðû, òàêèå êàê êîëè÷åñòâî áóêâ â çàïðîñå, êîëè-

÷åñòâî ñëîâ â çàïðîñå è ò.ï.;

� Êëþ÷åâàÿ ôðàçà, Çàãîëîâîê îáúÿâëåíèÿ, Òåêñò îáúÿâëåíèÿ: êîëè÷åñòâî ñëîâ

â êëþ÷åâîé ôðàçå, çàãîëîâêå, òåêñòå îáúÿâëåíèÿ, äîëÿ çàãëàâíûõ áóêâ â çàãîëîâêå

îáúÿâëåíèÿ, è ò.ï.

� Çàïðîñ × Êëþ÷åâàÿ ôðàçà : êîëè÷åñòâî ñëîâ, âõîäÿùèõ ñ çàïðîñ íî íå âõîäÿùèõ

â êëþ÷åâóþ ôðàçó;

� Çàïðîñ × (Çàãîëîâîê îáúÿâëåíèÿ, Òåêñò îáúÿâëåíèÿ): TF*IDF çàïðîñà è òåê-

ñòà, TF*IDF çàïðîñà è çàãîëîâêà è ò.ï.;

� Ðåêëàìîäàòåëü: ñòàòèñòèêà êëèêîâ è ïîêàçîâ äîìåíà ðåêëàìîäàòåëÿ, à òàêæå ýì-

ïèðè÷åñêàÿ ÷àñòîòà êëèêîâ ïî äîìåíó ðåêëàìîäàòåëÿ (êëèêè / ïîêàçû);

� Êëèêîâàÿ ñòàòèñòèêà ïàðû ¾êëþ÷åâàÿ ôðàçà - îáúÿâëåíèå¿: ñòàòèñòèêà êëè-

êîâ è ïîêàçîâ ïàðû ¾êëþ÷åâàÿ ôðàçà - îáúÿâëåíèå¿, à òàêæå ýìïèðè÷åñêàÿ ÷àñòîòà

êëèêîâ (êëèêè ïîêàçû);
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5.1.2 Ïðåäñêàçàíèå âåðîÿòíîñòè êëèêà ñ ïîìîùüþ áóñòèíãà äåðåâüåâ ðåøåíèé

Ïðåäñêàçàíèå âåðîÿòíîñòè êëèêà âûïîëíÿåòñÿ â ÏÑ ßíäåêñ ñ ïîìîùüþ àëãîðèòìà

MatrixNet [97, 98]. Àëãîðèòì MatrixNet ÿâëÿåòñÿ âàðèàíòîì áóñòèíãà äåðåâüåâ ðåøåíèé

(Gradient Boosting Machine, GBM) [99] ñ èñïîëüçîâàíèåì ñòîõàñòè÷åñêîãî áóñòèíãà [100].

Äàííûé àëãîðèòì î÷åíü óíèâåðñàëåí è óñïåøíî ïðèìåíÿåòñÿ äëÿ ðåøåíèÿ ðàçíîîáðàçíûõ

çàäà÷ êëàññèôèêàöèè è ðåãðåññèè. Åãî îñíîâíûå îñîáåííîñòè:

� âûñîêàÿ óñòîé÷èâîñòü ê ïåðåîáó÷åíèþ;

� àâòîìàòè÷åñêèé ó÷åò âçàèìîäåéñòâèÿ âûñîêîãî ïîðÿäêà ìåæäó âõîäíûìè ïåðåìåí-

íûìè;

� âîçìîæíîñòü ïðèáëèæàòü ðàçðûâíûå ôóíêöèè;

� â áîëüøèíñòâå ñëó÷àåâ íå òðåáóåòñÿ ïðåäâàðèòåëüíîé îáðàáîòêè âõîäíûõ ïåðåìåí-

íûõ.

MatrixNet èìååò íåñêîëüêî ýâðèñòè÷åñêèõ óëó÷øåíèé îòíîñèòåëüíî îðèãèíàëüíîãî ìå-

òîäà GBM:

� èñïîëüçóþòñÿ ¾çàáûâ÷èâûå¿ (oblivious) äåðåâüÿ ðåøåíèé, â êîòîðûõ íà îäíîì óðîâíå

ðàáîòàåò îäíî ðåøàþùåå ïðàâèëî;

� ðåãóëÿðèçàöèÿ çíà÷åíèé â ëèñòüÿõ âìåñòî îãðàíè÷åíèé íà ìèíèìàëüíîå ÷èñëî îáú-

åêòîâ â ëèñòå;

� âûñîòà äåðåâà ïîñòåïåííî óâåëè÷èâàåòñÿ â ïðîöåññå èòåðàöèé îò 1 äî çàäàííîãî çà-

ðàíåå çíà÷åíèÿ ïî ôîðìóëå

height(h(x, am)) = min(1 + [m/10], Hmax)

ãäå m - íîìåð èòåðàöèè. Â ÷èñëåííûõ ýêñïåðèìåíòàõ ïàðàìåòð Hmax âñåãäà óñòàíàâ-

ëèâàëñÿ ðàâíûì 10.

MatrixNet ïîçâîëÿåò ðàáîòàòü ñ ðàçëè÷íûìè ôóíêöèÿìè ïîòåðü: êâàäðàòè÷íîé, ëîãè-

ñòè÷åñêîé è ñïåöèàëüíûìè ôóíêöèÿìè ïîòåðü äëÿ çàäà÷ ðàíæèðîâàíèÿ.
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5.1.3 Èñïîëüçîâàíèå êàòåãîðèàëüíûõ ïðèçíàêîâ è ïðèçíàêîâ íà îñíîâå òåê-

ñòîâ

Êðîìå óïîìÿíóòûõ ðàíåå ïðèçíàêîâ ïðåäñòàâëÿåò áîëüøîé èíòåðåñ ïðèìåíåíèå ñëå-

äóþùèõ ðàçðåæåííûõ ïðèçíàêîâ âûñîêîé ðàçìåðíîñòè:

� Êàòåãîðèàëüíûå (íîìèíàëüíûå) ïðèçíàêè: UserID, BannerID, DomainID, OrderID,

PhraseID è ò.ï.

� Òåêñòîâûå ïðèçíàêè òèïà "ìåøîê ñëîâ"(bag of words): òåêñò çàïðîñà, òåêñò êëþ÷åâîé

ôðàçû, çàãîëîâîê áàííåðà, òåêñò áàííåðà.

Òèïè÷íûì ïðåäñòàâëåíèåì ýòèõ ïðèçíàêîâ â àëãîðèòìàõ ìàøèííîãî îáó÷åíèÿ ÿâëÿåò-

ñÿ one-hot êîäèðîâêà. Íàïðèìåð, åñëè UserID ìîæåò ïðèíèìàåò N ðàçëè÷íûõ óíèêàëü-

íûõ çíà÷åíèé, òî êàæäîìó îáó÷àþùåìó ïðèìåðó ñòàâèòñÿ â ñîîòâåòñòâèå ñòàâèòñÿ âåêòîð

zuser ∈ RN . Â âåêòîðå zuser âñå êîìïîíåíòû ðàâíû íóëþ, êðîìå îäíîé - ñîîòâåòñòâóþùåé

çíà÷åíèþ UserID â äàííîì ïðèìåðå, îíà ðàâíà 1.

Àíàëîãè÷íîå êîäèðîâàíèå èñïîëüçóåòñÿ äëÿ "ìåøêîâ ñëîâ". Íàïðèìåð, åñëè çàïðîñ

ïîëüçîâàòåëÿ - [îáçîð ìîäåëåé öèôðîâûõ êàìåð], òî åìó ñîîòâåòñòâóåò âåêòîð zquery ∈

RD, ãäå D - ðàçìåð ñëîâàðÿ. Âñå ýëåìåíòû âåêòîðà zquery ðàâíû íóëþ, êðîìå ñîîòâåòñòâó-

þùèõ ñëîâàì îáçîð, ìîäåëü, öèôðîâîé, êàìåðà êîòîðûå ðàâíû 1. Çàìåòèì, ÷òî ñëîâà

çàïðîñà áûëè ëåììàòèçèðîâàíû, ò.å. ïðèâåäåíû â íîðìàëüíóþ ôîðìó. Âåñ ñëîâà íå îáÿ-

çàòåëüíî ðàâåí 1, îí ìîæåò çàâèñåòü, íàïðèìåð, îò ÷àñòîòû ñëîâà [101].

Ìîæíî ðàññìàòðèâàòü òàêæå êâàäðàòè÷íûå êîìáèíàöèè ïðèçíàêîâ. Äëÿ ðàññìîòðåí-

íûõ âûøå âåêòîðîâ zuser ∈ RN è zquery ∈ RD èõ êâàäðàòè÷íîé êîìáèíàöèåé áóäåò âåêòîð

zuser,query ∈ RND òàêîé ÷òî

zuser,querykl = zuserk zqueryl

Òàêèì îáðàçîì, ìîæíî ñîñòàâèòü âåêòîð ïðèçíàêîâ íà îñíîâå êàòåãîðèàëüíûõ ïðèçíà-

êîâ è ïðèçíàêîâ òèïà "ìåøîê ñëîâ à òàêæå èõ êâàäðàòè÷íûõ êîìáèíàöèé.

z = (zuser, zquery, . . . , zuser,query, . . . )

Ðàçðåæåííûé âåêòîð ïðèçíàêîâ z áóäåò èìåòü âûñîêóþ ðàçìåðíîñòü.

5.1.4 Êîìáèíèðîâàíèå ëîãèñòè÷åñêîé ðåãðåññèè è áóñòèíãà äåðåâüåâ ðåøåíèé

Êàê ïîêàçàíî â ñòàòüå [26], ïðåäñêàçàíèå âåðîÿòíîñòè êëèêà ñ ïîìîùüþ MatrixNet ýô-

ôåêòèâíî ðàáîòàåò åñëè âõîäíûå ïðèçíàêè - âåùåñòâåííîçíà÷íûå è èõ íå ñëèøêîì ìíîãî

91



- íåñêîëüêî ñîòåí. Åñëè ïðîñòðàíñòâî âõîäíûõ ïðèçíàêîì èìååò î÷åíü âûñîêóþ ðàçìåð-

íîñòü, òî ïåðåáîð âñåõ ïðèçíàêîâ, íåîáõîäèìûé äëÿ ïîñòðîåíèÿ îäíîãî äåðåâà ðåøåíèé

áóäåò çàíèìàòü ñëèøêîì ìíîãî âðåìåíè. Â àëãîðèòìå áóñòèíãà íàä ðåøàþùèìè äåðå-

âüÿìè äëÿ äîñòèæåíèÿ õîðîøåãî êà÷åñòâà ïðîãíîçà íóæíî ïîäáèðàòü çíà÷èòåëüíîå ÷èñëî

äåðåâüåâ - ïîðÿäêà òûñÿ÷è [26]. Â òîæå âðåìÿ, äëÿ çàäà÷ âûñîêîé ðàçìåðíîñòè ñ áîëüøèìè

îáó÷àþùèìè âûáîðêàìè ýôôåêòèâíî ðàáîòàþò îáîáùåííûå ëèíåéíûå ìîäåëè ñ ðåãóëÿðè-

çàöèåé, â ÷àñòíîñòè ëîãèñòè÷åñêàÿ ðåãðåññèÿ. Ïîýòîìó ëîãè÷íî ïîñòàðàòüñÿ îáúåäèíèòü

îáà ïîäõîäà: èñïîëüçîâàíèå äåðåâüåâ ðåøåíèé äëÿ íåáîëüøîãî ÷èñëà âåùåñòâåííîçíà÷íûõ

ïðèçíàêîâ è ëîãèñòè÷åñêîé ðåãðåññèÿ äëÿ ïîäïðîñòðàíñòâà áèíàðíûõ ïðèçíàêîâ âûñîêîé

ðàçìåðíîñòè.

Äàííóþ êîìáèíàöèþ ìîæíî îñóùåñòâèòü äâóìÿ îñíîâíûìè ñïîñîáàìè:

1. Èñïîëüçîâàòü ñîâìåñòíóþ âåðîÿòíîñòíóþ ìîäåëü [27, 102]:

P (y = +1|x, z) =
1

1 + exp(−
∑M

m=1 ρmh(x, am)− βTz)

ãäå h(x, am) - ýòî äåðåâî ðåøåíèé ñ ïàðàìåòðàìè am. Äàííàÿ ìîäåëü ïîäáèðàåòñÿ â

äâà ýòàïà ñ ïîìîùüþ ìàêñèìèçàöèè ïðàâäîïîäîáèÿ íà îáó÷àþùåé âûáîðêå

LL =
n∑
i=1

([yi = +1] log(P (y = +1|xi, zi) + [yi = −1] log(1− P (y = +1|xi, zi))

Ñíà÷àëà ôèêñèðóåòñÿ β = 0 è ïîäáèðàåòñÿ ñëàãàåìîå
∑n

m=1 ρmh(x, am) ñ ïîìîùüþ

ìåòîäà MatrixNet (ñì. ðàçäåë 5.1.2). Îáîçíà÷èì ïðîãíîç MatrixNet íà îáó÷àþùåì

ïðèìåðå i ÷åðåç

si =
M∑
m=1

ρmh(xi, am)

Íà âòîðîì ýòàïå ïîäáèðàþòñÿ ïàðàìåòðû β, ÷òî ñâîäèòñÿ ê îáó÷åíèþ ëîãèñòè÷åñêîé

ðåãðåññèè. Ê ëîãèñòè÷åñêîé ðåãðåññèè äëÿ óëó÷øåíèÿ òî÷íîñòè ïðîãíîçà äîáàâëÿåò-

ñÿ ðåãóëÿðèçàöèÿ R(β)

P (yi = +1|zi) =
1

1 + exp(−si − βTzi)

LL(β) =
n∑
i=1

([yi = +1] log(P (yi = +1|zi)) + [yi = −1] log(1− P (yi = +1|zi)))

β∗ = argmin
β

(LL(β) +R(β)) (38)

Ôàêòè÷åñêè ëîãèñòè÷åñêàÿ ðåãðåññèÿ îáó÷àåòñÿ íà îñòàòêàõ îò MatrixNet.
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Îòìåòèì, ÷òî ïðè èñïîëüçîâàíèè äàííîãî ïîäõîäà ïðè îáó÷åíèè MatrixNet âñåãäà

ïðèõîäèòñÿ îäíîâðåìåííî ïðîèçâîäèòü îáó÷åíèå è ëîãèñòè÷åñêîé ðåãðåññèè. Îêà-

çûâàåòñÿ, ÷òî ýòî íåóäîáíî ñ ïðàêòè÷åñêîé òî÷êè çðåíèÿ, ò.ê. îïåðàöèÿ îáó÷åíèÿ

MatrixNet ïðîèçâîäèòñÿ äîñòàòî÷íî ÷àñòî ñ èññëåäîâàòåëüñêèìè öåëÿìè - òåñòèðî-

âàíèå ïàðàìåòðîâ áàçîâûõ ðåãðåññèé, òåñòèðîâàíèå íîâûõ âõîäíûõ ñèãíàëîâ è ò.ä.

2. Àëüòåðíàòèâíûé ïîäõîä ñîñòîèò â òîì, ÷òîáû îáó÷èòü ëîãèñòè÷åñêóþ ðåãðåññèþ

íåçàâèñèìî

P (yi = +1|zi) =
1

1 + exp(−βTzi)
ïîñëå ÷åãî èñïîëüçîâàòü åå ïðîãíîç P (y|z) êàê âõîäíîé ïðèçíàê â MatrixNet, ïðè÷åì

MatrixNet îáó÷àåòñÿ íà äðóãîé âûáîðêå.

Òàêîé ïîäõîä îêàçûâàåòñÿ áîëåå óäîáíûì íà ïðàêòèêå. Ïîñëå òîãî, êàê ëîãèñòè÷å-

ñêàÿ ðåãðåññèÿ îáó÷åíà, åå ïðîãíîçû ìîãóò áûòü âû÷èñëåíû íà ëþáîé äðóãîé âûáîð-

êå, íà êîòîðîé ïðîèçâîäÿòñÿ ýêñïåðèìåíòû ñ ìåòîäîì MatrixNet.

5.2 ×èñëåííûå ýêñïåðèìåíòû. Ïðèìåíåíèå ìåòîäà d-GLMNET

Â õîäå ÷èñëåííûõ ýêñïåðèìåíòîâ áûëî ïðîèçâåäåíî ñðàâíåíèå äâóõ ìåòîäîâ îáó÷åíèÿ

ëîãèñòè÷åñêîé ðåãðåññèè íà ðàçðåæåííîì äàòàñåòå. Ïàðàìåòðû îáó÷àþùåé è òåñòîâîé âû-

áîðîê:

� 69× 106 ïðèìåðîâ

� Ïðèçíàêè: GenPos (ïîçèöèÿ îáúÿâëåíèÿ â áëîêå), OrderD (èä. ðåêëàìíîé êàìïàíèè),

SearchQueryLemmaH (ëåììàòèçèðîâàííûå ñëîâà çàïðîñà), BannerBMCategoryID (êà-

òåãîðèÿ áàííåðà), PhraseID (èä. êëþ÷åâîé ôðàçû). À òàêæå êâàäðàòè÷íûå êîìáèíà-

öèè: SearchQueryLemmaH × OrderID, SearchQueryLemmaH × BannerBMCategoryID,

SearchQueryLemmaH × PhraseID.

Âñåãî ðàçìåðíîñòü ïðîñòðàíñòâà ïðèçíàêîâ áûëà 185× 106.

Ïîñêîëüêó ïðîñòðàíñòâî ïðèçíàêîâ èìååò áîëüøóþ ðàçìåðíîñòü, òî èç-çà îãðàíè÷åíèé

ïî îáúåìó çàíèìàåìîé îïåðàòèâíîé ïàìÿòè, âîçíèêàþùèõ ïðè èñïîëüçîâàíèè ìîäåëè â

ñåðâèñàõ ßíäåêñà â ðåàëüíîì âðåìåíè, íåîáõîäèì îòáîð ïðèçíàêîâ.

Ñðàâíèâàëîñü äâà ìåòîäà:

� Ìåòîä, èñïîëüçóåìûé â ßíäåêñå.
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1. Ïðåäâàðèòåëüíî âûïîëíÿåòñÿ îòáîð ïðèçíàêîâ ïî ÷àñòîòå âñòðå÷àåìîñòè â îáó-

÷àþùåé âûáîðêå: îñòàâëÿþòñÿ ïðèçíàêè, êîòîðûå áûëè íåíóëåâûìè áîëåå ÷åì

â nmin îáó÷àþùèõ ïðèìåðàõ. Òåñòèðîâàëèñü ïàðàìåòðû ôèëüòðàöèè ïðèçíàêîâ

nmin ∈ {2, 3, 4, 5, 7, 10, 15, 30, 60, 120}.

2. Ïîñëå ýòîãî îáó÷àëàñü ëîãèñòè÷åñêàÿ ðåãðåññèÿ ñ L2 ðåãóëÿðèçàöèåé (ïàðàìåòð

ðåãóëÿðèçàöèè áûë ïîäîáðàí íà îòäåëüíîé âàëèäàöèîííîé âûáîðêå). Èñïîëü-

çîâàëñÿ ìåòîä L-BFGS, êîìáèíèðîâàííûé ñ îíëàéí-îáó÷åíèåì, ðåàëèçàöèÿ â

ïðîãðàììå Vowpal Wabbit.

� Ìåòîä d-GLMNET

Ïîñêîëüêó ìåòîä d-GLMNET ýôôåêòèâíî äåëàåò L1-ðåãóëÿðèçàöèþ, òî ìîæíî îäíî-

âðåìåííî âûïîëíÿòü îáó÷åíèå ìîäåëè è îòáîð ïðèçíàêîâ. Òåñòèðîâàëîñü äâà âàðè-

àíòà ðåãóëÿðèçàöèè:

1. L1 ðåãóëÿðèçàöèÿ, λ1 ∈ {20, 21, . . . , 24}

2. elastic net ðåãóëÿðèçàöèÿ, λ1 ∈ {0, 2−1, 20, . . . , 23}, λ2 = 16

Îáó÷åíèå âûïîëíÿëîñü íà 32 ìàøèíàõ Intel(R) Xeon(R) CPU E5-2660 2.20GHz, 32 GB

RAM, ñîåäèíåííûõ ãèãàáèòíûì Ethernet.

Êàæäûé âàðèàíò îáó÷åíèÿ (èçìåíÿëñÿ ñïîñîá ôèëüòðàöèè ïðèçíàêîâ èëè ðåãóëÿðè-

çàöèÿ) èçîáðàæåí íà ðèñ. 18 â âèäå òî÷êè. Ïî îñè OX îòëîæåíî êîë-âî íåíóëåâûõ âåñîâ

ðåøåíèÿ, ïî îñè OY - îøèáêà íå òåñòîâîé âûáîðêå - Negative Log-Likelihood.

Êàê ñëåäóåò èç ðèñ. 18, ìåòîä d-GLMNET ïîêàçûâàåò íàèëó÷øèå ðåçóëüòàòû, â òîì ñìûñ-

ëå, ÷òî äëÿ ôèêñèðîâàííîé ñòåïåíè ðàçðåæåííîñòè ðåøåíèÿ, îøèáêà íà òåñòîâîé âûáîðêå

ìèíèìàëüíà. Âàðèàíò îáó÷åíèÿ, èñïîëüçîâàâøèéñÿ â ßíäåêñå íà ìîìåíò ÷èñëåííîãî ýêñ-

ïåðèìåíòà - ôèëüòðàöèÿ ñ nmin = 5. Òàêèì îáðàçîì, âûáèðàÿ ïàðàìåòðû elastic net ðåãó-

ëÿðèçàöèè ìîæíî íàéòè âàðèàíòû, â êîòîðûõ îòíîñèòåëüíî èñïîëüçóþùåãîñÿ â ßíäåêñå

ìåòîäà:

� Îøèáêà òàêàÿ æå, íî ðåøåíèå â 7 ðàç áîëåå ðàçðåæåííîå: 26 × 106 ïðîòèâ 3.7 × 106

íåíóëåâûõ êîìïîíåíò β.

� Îøèáêà ìåíüøå íà 0.26%, ÷òî ÿâëÿåòñÿ õîðîøèì óëó÷øåíèåì [26].

Ðàçðåæåííîñòü ðåøåíèÿ âàæíà íà ïðàêòèêå èç-çà îãðàíè÷åííîñòè ïàìÿòè ñåðâåðîâ, íà

êîòîðûõ ìîäåëü âûïîëíÿåò ïðîãíîçû â ðåàëüíîì âðåìåíè. Âðåìÿ îáó÷åíèÿ ñîñòàâëÿëî 2-3

÷. ïðè ðàçëè÷íûõ ïàðàìåòðàõ äëÿ îáåèõ ïðîãðàìì.
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Ðèñ. 18: Ñðàâíåíèå ðàçðåæåííîñòè è îøèáêè íà òåñòå ìåòîäîâ îáó÷åíèÿ ëîãèñòè÷åñêîé

ðåãðåññèè
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Çàêëþ÷åíèå

Îñíîâíûå ðåçóëüòàòû äèññåðòàöèè:

1. Ïðåäëîæåí íîâûé ìåòîä ìèíèìèçàöèè ôóíêöèé ðèñêà îáîáùåííûõ ëèíåéíûõ ñ ðå-

ãóëÿðèçàöèåé �elastic net� - d-GLMNET;

2. Ïîëó÷åíû äîñòàòî÷íûå óñëîâèÿ ñõîäèìîñòè ìåòîäà d-GLMNET;

3. Ïîëó÷åíû äîñòàòî÷íûå óñëîâèÿ ëèíåéíîé ñêîðîñòè ñõîäèìîñòè ìåòîäà d-GLMNET;

4. Äîêàçàíà âîçìîæíîñòü ïîëó÷àòü ðàçðåæåííûå ðåøåíèÿ ñ ïîìîùüþ ìåòîäà d-GLMNET

ïðè èñïîëüçîâàíèè L1-ðåãóëÿðèçàöèè;

5. Ïðåäëîæåí ìåòîä �àñèíõðîííîé áàëàíñèðîâêè íàãðóçêè� äëÿ îáåñïå÷åíèÿ ýôôåêòèâ-

íîãî âûïîëíåíèÿ ïðè íàëè÷èè ìåäëåííûõ óçëîâ êëàñòåðà;

6. Ïðîâåäåíû ÷èñëåííûå ýêñïåðèìåíòû, äîêàçûâàþùèå, ÷òî ìåòîä d-GLMNET áîëåå ýô-

ôåêòèâåí, ÷åì îáùåïðèíÿòûå ìåòîäû ïðè ðàáîòå ñ ðàçðåæåííûìè îáó÷àþùèìè âû-

áîðêàìè ñ âûñîêîé ðàçìåðíîñòüþ ïðèçíàêîâîãî ïðîñòðàíñòâà;

7. Ïðîâåäåí ÷èñëåííûé ýêñïåðèìåíò, ïîêàçûâàþùèé ÷òî ìåòîä d-GLMNET áîëåå ýôôåê-

òèâåí äëÿ ðåøåíèÿ çàäà÷è ïðîãíîçèðîâàíèÿ âåðîÿòíîñòè êëèêà ïî ðåêëàìå â ïîèñ-

êîâîé ñèñòåìå �ßíäåêñ�, ÷åì èñïîëüçóþùèéñÿ àëüòåðíàòèâíûé ìåòîä;

8. Ðàçðàáîòàíà ïðîãðàììíàÿ ðåàëèçàöèÿ ìåòîäà d-GLMNET, êîòîðàÿ îáùåäîñòóïíà ïî

àäðåñó: https://github.com/IlyaTrofimov/dlr.
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Ïðèëîæåíèÿ

1 Âûâîä øàãà ìåòîäà d-GLMNET

Ïðèâåäåì ðåøåíèå çàäà÷è îäíîìåðíîé ìèíèìèçàöèè ôóíêöèè

argmin
∆βj

{
Lgenq (β,∆β) +R(β + ∆β)

}
(39)

äëÿ ñëó÷àÿ ðåãóëÿðèçàöèè elastic net

R(β) = λ1‖β‖1 +
1

2
λ2‖β‖2

2

Ìû èìååì:

L(β + ∆β) =
n∑
i=1

`(yi, (β + ∆β)Txi) ≈

≈
n∑
i=1

{
`(yi,β

Txi) +
∂`(yi,β

Txi)

∂ŷ
∆βTxi +

1

2
(∆βTxi)

∂2`(yi,β
Txi)

∂ŷ2
(∆βTxi)

}
=

= C(β) +
1

2

n∑
i=1

wi(zi −∆βTxi)
2

ãäå

wi =
∂2`(yi,β

Txi)

∂ŷ2
, zi = − ∂`(yi,β

Txi)/∂ŷ

∂2`(yi,β
Txi)/∂ŷ2

, C(β) = L(β)− 1

2

n∑
i=1

z2
iwi

Òàêæå î÷åâèäíî, ÷òî

∇L(β) =
n∑
i=1

∂`(yi,β
Txi)

∂ŷ
xi

∇2L(β) = H(β) =
n∑
i=1

∂2`(yi,β
Txi)

∂ŷ2
xix

T
i

Ìîäèôèöèðîâàííîå êâàäðàòè÷íîå ïðèáëèæåíèå

Lgenq (β,∆β)
def
= L(β) +∇L(β)T∆β +

1

2
∆βT (µ(H(β) + νI))∆β

áóäåò èìåòü âèä

Lgenq (β,∆β) = L(β) +
n∑
i=1

{
∂`(yi,β

Txi)

∂ŷ
∆βTxi +

µ

2
(∆βTxi)

∂2`(yi,β
Txi)

∂ŷ2
(∆βTxi)

}
+
ν

2
‖∆β‖2

= L(β) +
1

2

n∑
i=1

{
µwi(−

2zi
µ

(∆βTxi) + (∆βTxi)
2)

}
+
ν

2
‖∆β‖2

=
1

2

n∑
i=1

{
µwi(

zi
µ
−∆βTxi)

2

}
+ C ′(β) +

ν

2
‖∆β‖2
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ãäå C ′(β) = L(β)− 1
2

∑n
i=1

z2i wi

µ
. Îáîçíà÷èì β̂ = β + ∆β. Òîãäà

Lgenq (β,∆β) + λ1‖β + ∆β‖1 +
λ2

2
‖β + ∆β‖2

2 =

=
1

2

n∑
i=1

{
µwi(

zi
µ
− β̂

T
xi + βTxi)

2

}
+ C ′(β) +

ν

2
‖β̂ − β‖2 + λ1‖β̂‖1 +

1

2
λ2‖β̂‖2

2

=
1

2

n∑
i=1

{
µwi(qi − β̂jxij)2

}
+
ν

2
(β̂j − βj)2 + λ1|β̂j|1 +

1

2
λ2β̂j

2

+ C ′(β) +
∑
k 6=j

{
λ1|β̂k|1 +

1

2
λ2β̂k

2
}

=
1

2

n∑
i=1

{
µwi(q

2
i − 2qiβ̂jxij + β̂j

2
x2
ij)
}

+
ν

2
(β̂j

2
− 2βjβ̂j + β2

j ) + λ1|β̂j|1 +
1

2
λ2β̂j

2

+ C ′(β) +
∑
k 6=j

{
λ1|β̂k|1 +

1

2
λ2β̂k

2
}

=
1

2
Aβ̂j

2
−Bβ̂j + λ1|β̂j|+ C ′′(β, β̂)

Ãäå áûëè ââåäåíû îáîçíà÷åíèÿ

qi =
zi
µ
−
∑
k 6=j

β̂k
T
xik + βTxi

A = µ
n∑
i=1

wix
2
ij + ν + λ2

B = µ
n∑
i=1

wiqixij + νβj

è ôóíêöèÿ C ′′(β, β̂) íå çàâèñèò îò β̂j è ìîæåò íå ó÷èòûâàòüñÿ ïðè ðåøåíèè çàäà÷è (39).

Òàêèì îáðàçîì, íåîáõîäèìî ìèíèìèçèðîâàòü ôóíêöèþ

argmin
β̂j

{
1

2
Aβ̂j

2
−Bβ̂j + λ1|β̂j|

}
(40)

Óòâåðæäåíèå 1. Åñëè A > 0, λ1 ≥ 0, òî ìèíèìóì ôóíêöèè

g(a) =
1

2
Aa2 −Ba+ λ1|a|

äîñòèãàåòñÿ â òî÷êå

a∗ =
S(B, λ1)

A
(41)

ãäå S(·, ·) - ôóíêöèÿ soft-thresholding.

Äîêàçàòåëüñòâî. Î÷åâèäíî, ÷òî ôóíêöèÿ g(a) - ñòðîãî âûïóêëàÿ, ïîýòîìó åå ìèíèìóì

ñóùåñòâóåò è åäèíñòâåííûé. Ìèíèìàëüíûé ñóáãðàäèåíò â òî÷êå a = 0 ðàâåí S(B, λ1),

ïîýòîìó ìèíèìóì â òî÷êå a = 0 áóäåò äîñòèãàòüñÿ òîëüêî åñëè |B| < λ1.
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Åñëè B > λ1, òî g(a) < g(−a) ïðè a > 0, ñëåäîâàòåëüíî ìèíèìóì äîñòèãàåòñÿ ïðè a > 0.

Òî÷êà ìèíèìóìà íàõîäèòñÿ èç óñëîâèÿ ðàâåíñòâà íóëþ ïðîèçâîäíîé â îáëàñòè a > 0

g′(a∗) = Aa∗ −B + λ1 = 0

Ñëåäîâàòåëüíî, a∗ = (B − λ1)/A.

Àíàëîãè÷íî äëÿ ñëó÷àÿ B < −λ1 ïîëó÷èì a∗ = (B + λ1)/A. Âñå ýòè ñëó÷àè îïèñûâàþòñÿ

îáùåé ôîðìóëîé (41).

Òàêèì îáðàçîì, ðåøåíèå çàäà÷è (40) èìååò âèä

β̂j =
S(µ

∑n
i=1wiqixij + νβj, λ1)

µ
∑n

i=1 wix
2
ij + ν + λ2

Ïðåîáðàçóåì

µqi = zi − µ
∑
k 6=j

β̂k
T
xik + µβTxi = zi − µβ̂

T
xi + µβTxi + µβ̂jxik

= zi − µ∆βTxi + µ(βj + ∆βj)xik

Ïîýòîìó ðåøåíèå èñõîäíîé çàäà÷è (39)

∆βj =
S(
∑n

i=1wirixij + νβj, λ1)

µ
∑n

i=1wix
2
ij + ν + λ2

− βj

ri = zi − µ∆βTxi + (βj + µ∆βj)xij
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2 Îãðàíè÷åíèÿ ñâåðõó íà âòîðûå ïðîèçâîäíûå ôóíêöèé ðèñêà

� Êâàäðàòè÷íàÿ: `(y, ŷ) = 1
2
(y − ŷ)2, ∂

2`(y,ŷ)
∂ŷ2

= 1

� Ëîãèñòè÷åñêàÿ: `(y, ŷ) = log(1 + exp(−yŷ)). Äëÿ ëîãèñòè÷åñêîé ôóíêöèè ðèñêà

∂2`(y,ŷ)
∂ŷ2

= p(ŷ)(1− p(ŷ)) ãäå p(ŷ) = 1/(1 + e−ŷ) è, ñëåäîâàòåëüíî ∂2`(y,ŷ)
∂ŷ2

≤ 1
4
.

� Ïðîáèò: `(y, ŷ) = − log(Φ(yŷ)), ãäå Φ(·) - ýòî êóììóëÿòèâíàÿ ôóíêöèÿ íîðìàëüíîãî

ðàñïðåäåëåíèÿ. Îáîçíà÷èì p(ŷ) = 1√
2π

exp (−ŷ2/2). Äîñòàòî÷íî âûïîëíèòü äîêàçà-

òåëüñòâî òîëüêî äëÿ y = 1, ïîòîìó ÷òî ∂2`(−1,ŷ)
∂ŷ2

= ∂2`(1,−ŷ)
∂ŷ2

. Èìååì

∂2`(y, ŷ)

∂ŷ2
=
ŷp(ŷ)

Φ(ŷ)
+
p2(ŷ)

Φ2(ŷ)

Êîãäà ŷ ≥ 0, òî âòîðàÿ ïðîèçâîäíàÿ îãðàíè÷åíà ñâåðõó

ŷp(ŷ)

Φ(ŷ)
+
p2(ŷ)

Φ2(ŷ)
≤ 2ŷp(ŷ) + 4p2(ŷ) ≤ 2p(1) + 4p(0)

ïîòîìó ÷òî Φ(ŷ) ≥ Φ(0) = 1/2 è ŷp(ŷ) äîñòèãàåò ìàêñèìóì ïðè ŷ = 1. Êîãäà ŷ ∈

(−1, 0), òî âòîðàÿ ïðîèçâîäíàÿ îãðàíè÷åíà. Ñëó÷àé ŷ ≤ −1 íåìíîãî áîëåå ñëîæíûé.

Èç [103] ìû èìååì
|ŷ|p(ŷ)

1 + ŷ2
< Φ(ŷ) <

p(ŷ)

|ŷ|
òîãäà

1

Φ(ŷ)
<

1 + ŷ2

|ŷ|p(ŷ)

ŷ

Φ(ŷ)
< ŷ

|ŷ|
p(ŷ)

è, ñëåäîâàòåëüíî

∂2`(y, ŷ)

∂ŷ2
=
ŷp(ŷ)

Φ(ŷ)
+
p2(ŷ)

Φ2(ŷ)
< ŷ|ŷ|+

(
1 + ŷ2

|ŷ|

)2

= −ŷ2 +
1 + 2ŷ2 + ŷ4

ŷ2
= 2 +

1

ŷ2
≤ 3

Òàêèì îáðàçîì, äëÿ âñåõ âàðèàíòîâ ŷ ≥ 0, ŷ ∈ (−1, 0), ŷ ≤ −1 âòîðàÿ ïðîèçâîäíàÿ

îãðàíè÷åíà ñâåðõó.
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Ðèñ. 19: MPI AllReduce

3 MPI AllReduce

Íà ðèñ. 19 ïðèâåäåíà ñõåìà ðàáîòû àëãîðèòìà ïåðåäà÷è äàííûõ MPI AllReduce. Äàí-

íàÿ ñõåìà ìîæåò èñïîëüçîâàòüñÿ êàê äëÿ ïåðåäà÷è äàííûõ ìåæäó ïðîöåññàìè íà îäíîì

óçëå, òàê è â ðàñïðåäåëåííîé ñðåäå. Ïðîöåññû îáìåíèâàþòñÿ äàííûìè ïî ñòðóêòóðå áè-

íàðíîãî äåðåâà. Àëãîðèòì ñîñòîèò èç äâóõ ýòàïîâ: Reduce è Broadcast. Íà ýòàïå Reduce

äàííûå ïåðåäàþòñÿ ïî äåðåâó îò ëèñòüåâ ê êîðíþ, ïîïóòíî â óçëàõ äåðåâà âûïîëíÿåòñÿ

íåîáõîäèìàÿ îïåðàöèÿ íàä äàííûìè. Ïîñëå ýòîãî â êîðíå íàõîäèòñÿ ðåçóëüòàò àãðåãàöèè.

Äàëåå íà ýòàïå Broadcast ðåçóëüòàò àãðåãàöèè ïåðåäàåòñÿ âíèç îò êîðíÿ ê ëèñòüÿì, ðàñ-

ïðîñòðàíÿÿñü, òàêèì îáðàçîì ïî âñåì ïðîöåññàì. Åñëè M - ÷èñëî óçëîâ êëàñòåðå, ðàçìåð

ìàññèâà äëÿ îáðàáîòêè â îäíîì ïðîöåññå - a, òî îáúåì ïåðåäàâàåìûõ äàííûõ áóäåò O(aM),

âåðõíåå îãðàíè÷åíèå íà âðåìÿ ïåðåäà÷è - O(a lnM).
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4 Îáîáùåíèå äî ðàñïðåäåëåííîãî îáó÷åíèÿ áóñòèíãà

Ïðîãðàììíàÿ ðåàëèçàöèÿ àëãîðèòìà d-GLMNET ìîæåò áûòü îáîáùåíà äëÿ èñïîëüçîâà-

íèÿ ïðè îáó÷åíèè àääèòèâíûõ ìîäåëåé (additive models), èñïîëüçóþùèõñÿ â áóñòèíãå. Ðàñ-

ñìîòðèì, íàïðèìåð, àëãîðèòì Gradient Boosting Machine (GBM) [99]. Åñëè èìåþòñÿ ïàðû

(x, y) ïîä÷èíÿþùèåñÿ ñîâìåñòíîìó ðàñïðåäåëåíèþ P (x, y), òî GBM ïûòàåòñÿ ïîñòðîèòü

ôóíêöèþ F ∗(x), êîòîðàÿ ìèíèìèçèðóåò ìàòåìàòè÷åñêîå îæèäàíèå íåêîòîðîé ôóíêöèè

ïîòåðü L(y, ŷ)

F ∗(x) = argmin
F (x)

Ey,xL(y, F (x))

Ôóíêöèÿ F ∗(x) ñòðîèòñÿ êàê ñóììà ¾áàçîâûõ ðåãðåññèé¿ (weak learner)

FK(x) =
K∑
k=0

βkh(x, ak)

Áàçîâûå ðåãðåññèè h(x, ak) - ýòî îáû÷íî äåðåâüÿ ðåøåíèé. Âåêòîð a îïðåäåëÿåò ñòðóêòó-

ðó äåðåâà. Áàçîâûå ðåãðåññèè ïîäáèðàþòñÿ ïîñëåäîâàòåëüíî íà êàæäîì øàãå ñ ïîìîùüþ

ïðèáëèæåííîé ìèíèìèçàöèè

(βk, ak) = argmin
β,a

n∑
i=1

L(yi, Fk−1(xi) + βh(xi, a))

êîòîðàÿ âûïîëíÿåòñÿ ñëåäóþùèì îáðàçîì

ak = argmin
a

n∑
i=1

(zi − h(xi, a))2

ρk = argmin
ρ

n∑
i=1

L(yi, Fk−1(xi) + ρh(xi, ak))

ãäå

zi = −∂L(yi, Fk−1(xi))

∂ŷ

Ïîñëå ýòîãî ôóíêöèÿ îáíîâëÿåòñÿ

Fk(x) = Fk−1(x) + νρkh(x, ak)

ãäå ν < 1 - ýòî ïàðàìåòð ðåãóëÿðèçàöèè (shrinkage). Íà êàæäîé èòåðàöèè äëÿ ïîäáîðà

¾áàçîâîé ðåðãåññèè¿ èñïîëüçóåòñÿ ñëó÷àéíîå ïîäìíîæåñòâî îáó÷àþùåé âûáîðêè (ñòîõà-

ñòè÷åñêèé áóñòèíã [100]). Ñòàíäàðòíîé äîëåé ñëó÷àéíî âûáèðàåìûõ îáúåêòîâ ÿâëÿåòñÿ

0, 5.

Ïàðàëëåëüíàÿ ðåàëèçàöèÿ áóñòèíãà, ÿâëÿþùàÿñÿ îáîáùåíèåì d-GLMNET ïðèâåäåíà â

Àëãîðèòìå 18 (ìîæíî ñðàâíèòü ñ èñõîäíûì Àëãîðèòìîì 15). Â íåì èñïîëüçóåòñÿ îáîçíà-

÷åíèå x = ((x1)T , . . . , (xM)T ), ò.å. âåêòîð ïðèçíàêîâ ðàçáèâàåòñÿ íà áëîêè ñîîòâåòñòâåííî
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Àëãîðèòì 18: Ðàñïðåäåëåííûé áóñòèíã

Âõîä : Îáó÷àþùàÿ âûáîðêà, ðàçáèåíèå ïðèçíàêîâ S1, . . . , SM , ïàðàìåòð ν < 1

1 ŷ← 0, âåêòîð ïðåäñêàçàíèé, äëèíàn

2 Ïîêà íå âûïîëíåíî óñëîâèå îñòàíîâà

3 Âûïîëíèòü ïàðàëëåëüíî íà M ìàøèíàõ:

4 Âû÷èñëèòü fm(xm) ñ ïîìîùüþ øàãà àëãîðèòìà GBM ïî ÷àñòè îáó÷àþùåé

âûáîðêè Xm

5 Ñóììèðîâàòü âåêòîðà (fm(xmi ))ni=1 ñ ïîìîùüþ MPI_AllReduce:

6 ∆ŷ←
∑M

m=1(fm(xmi ))ni=1

7 Âû÷èñëèòü ðàçìåð øàãà α èñïîëüçóÿ ëèíåéíûé ïîèñê

8 α← argminρ
∑n

i=1 L(yi, ŷi + ρ∆ŷi)

9 F (x)← F (x) + να
∑M

m=1 f
m(xm)

10 ŷ← ŷ + να∆ŷ

Âîçâðàò: β

ðàçáèåíèþ S1, . . . , SM . Îáó÷àþùàÿ âûáîðêà X ðàçäåëåíà ïî ìàøèíàì ñîîòâåòñòâåííî

("âåðòèêàëüíîå" ðàçáèåíèå). Êàæäàÿ ìàøèíà îáó÷àåò áàçîâûå ðåãðåññèè fm(xm) çàâè-

ñÿùèå òîëüêî îò ïîäìíîæåñòâà ïåðåìåííûõ Sm. Íà êàæäîé èòåðàöèè ñèíõðîíèçèðóåòñÿ

ñîñòîÿíèå - âåêòîð òåêóùèõ ïðåäñêàçàíèé ŷ. Îáúåì ïåðåäàâàåìûõ ïî ñåòè äàííûõ ðà-

âåí Mn. Òåñòèðîâàíèå äàííîé ðåàëèçàöèè ÿâëÿåòñÿ èíòåðåñíîé òåìîé äëÿ äàëüíåéøåãî

èññëåäîâàíèÿ.
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